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Why Behaviorism Isn’t Satanism  2
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Abstract

The history of comparative evolutionary psychology can be characterized, broadly 
speaking, as a series of reactions to Cartesian versus pragmatist views of the 
mind and behavior. Here, a brief history of these theoretical shifts is presented 
to illuminate how and why contemporary comparative evolutionary psychology 
takes the form that it does. This brings to the fore the strongly cognitivist research 
emphasis of current evolutionary comparative research, and the manner in which 
alternative accounts based on learning theory and other behaviorist principles 
generally receive short shrift. I attempt to show why many of these criticisms of 
alternative accounts are unjustifi ed, that cognitivism does not constitute the radical 
lurch away from behaviorism that many imagine, and that an alternative “embodied 
and embedded” view of cognition—itself developing in reaction to the extremes 
of cognitivism—reaches back to a number of behaviorist philosophical principles, 
including the rejection of a separation between brain and body, and between the 
organism and environment.

Key Words: animal, cognition, behavior, cognitivism, behaviorism, evolution, 
learning, psychology

Introduction
As Newton’s third law of motion specifi es, every 

action has an equal and opposite reaction. As such, 
it is a law that can be used (metaphorically) to 
understand how science itself goes about its busi-
ness. Comparative evolutionary psychology is no 
diff erent from any other scientifi c discipline in this 
respect and its history is characterized by a series 
of actions and reactions that have turned on the 
question of whether purely “mental” phenomena 
are amenable to scientifi c investigation. Th is ques-
tion in turn hinges on the way in which the mind is 
conceived and, as such, is part of a wider conceptual 
and philosophical debate.

It would be fair to say that contemporary evolu-
tionary and comparative psychology is committed 
to cognitivism as its overarching philosophy (see 

e.g. Byrne & Bates, 2006; Penn & Povinelli1, 2007; 
Pinker, 2003; Shettleworth, 2010). In this sense,1  
it refl ects the general trend across the broader disci-
pline as a whole; as Costall and Still (1991) argue, 
psychology has become cognitive psychology. Th e 
term “cognitivism” captures a particular approach 
and set of commitments to the study of psychology.2 
Specifi cally, the cognitivist views “mental phenom-
ena” as internal, brain-based entities and processes 
that reduce or elaborate sensory input and then store 
it so that it can be recovered and transformed into 
motor output (e.g., Neisser, 1967).3  Th e dominant 
metaphors are that of the computer and “informa-
tion processing” (Broadbent, 1958; Pinker, 2003); 
that is, cognition is considered to be a process of 
computation by which representations (mental 
states) are manipulated according to a set of rules. 
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18  why behaviorism isn’t  satanism

As these representations and cognitive processes are 
the causes of behavior, they are, therefore, not iden-
tical with behavior. Although internal rules and rep-
resentations are not available for direct inspection, 
they can, however, be inferred, via observation and 
experiment, from the behavior they cause.

Th e twin ideas that cognitive processes are lim-
ited to the brain alone and that experience is medi-
ated by representations of the external world place 
cognitivism squarely within a Cartesian (and hence 
Platonic) framework in which two kinds of dual-
isms are prominent. First, there is the separation of 
the “cognitive” brain from the “lifeless” body, which 
is clearly a dualist position. Second, there is the 
acceptance of the Cartesian tenet that mental states 
are internal and accessible only to their possessor, 
such that there is a clear diff erentiation between an 
inner subjective world and an outer objective world, 
and thus a separation between the organism and its 
environment.

Contemporary comparative psychology is also 
committed to a Darwinian framework in which 
the form and function of a species’ representational 
capacities are taken to be the products of natural 
selection. As with other morphological and physi-
ological traits, we should, therefore, expect to see 
considerable continuity across species with respect 
to psychological capacities, as a result of evolution-
ary descent. Equally, those animals that inhabit 
similar niches can be expected to show similar 
psychological capacities as a result of evolutionary 
convergence.

In an interesting take on evolutionary theory’s—or 
perhaps more specifi cally, Darwin’s—contribution 
to psychology, Costall (2004) argues that Darwin 
initially helped to rid psychology of the heavily 
mechanistic view of science that had prevailed up 
to that point. Most pertinently from a comparative 
perspective, Costall (2004) suggests that Darwin 
rejected the Cartesian view that animals, lacking 
souls, were simply “automata”: biological machines 
incapable of thought, reasoning and judgment. 
Moreover, he also rejected the separation between 
organism and environment by emphasizing their 
mutual relationship. In his work on earthworms—
which was explicitly psychological—Darwin (1881) 
emphasized how worms altered the nature of their 
environment through their own actions, and were 
not simply impinged on by it. Put more generally, 
Darwin saw that all organisms were fi rmly embed-
ded in their environments and did not exist apart 
from them. Darwin, then, did not hold with the 
idea that organisms adapt to a fi xed environment (as 

most modern treatments would have it) but instead 
assumed that organism and environment mutually 
adapted to each other (as recognized by modern-day 
“niche construction theory”(Odling-Smee, Laland, 
& Feldman, 2003). Linked to this view, and fol-
lowing directly from it, Costall (2004) argues that 
Darwin also saw mind simply as another part of a 
mutualistic nature to be explained scientifi cally and 
not as something that stood apart from the physical, 
mechanical world—again rejecting the arguments of 
Descartes (Costall, 2004). Th is kind of mutualistic 
view was later espoused by those of the “functional-
ist” school, like Dewey and James, who also took up 
these evolutionary arguments.

Costall (2004) goes on to suggest that this “mutu-
ality” was lost with the advent of Watson’s behavior-
ism, which strongly criticized both introspectionist 
(structuralist) and functionalist schools of thought. 
In so doing, it reintroduced Cartesian thinking into 
psychology by emphasizing the inaccessibility of 
the mind to scientifi c study, thus generating a con-
trast between the inner mind and external behavior, 
and thereby reintroducing a separation of organism 
from environment (see later). Although this may 
well be true for human psychology, it holds less well 
for comparative psychology. It is certainly true that 
Darwin rejected the Cartesian dualisms of animal 
vs. human and organism vs. environment, but there 
is also evidence to suggest that, nevertheless, he 
accepted the Platonic-Cartesian concept of mind. 
In his M-Notebook he acknowledges implicitly 
that mental phenomena are private and internal, 
and that all experience of the world, and action in 
it, are mediated by representations: “Plato . . . says 
in Phaedo that our ‘necessary’ ideas arise from the 
pre-existence of the soul, and are not derivable from 
experience—read monkeys for preexistence.”4

It is also abundantly clear that the Cartesian turn 
in comparative psychology did not arise with behav-
iorism but had already been fi rmly established by 
George Romanes, Darwin’s friend and protégé, who 
fi rst identifi ed comparative psychology as a legiti-
mate evolutionary enterprise. He argued that it was 
possible, using an analogy to one’s own mind, to 
draw objective inferences about other individuals’ 
inner mental states—whether human or some other 
species—from the subjective inferences we make 
about the relation between our own mental states 
and how these lead us to behave (Romanes, 1882); 
a position held by other comparative psychologists 
with an evolutionary bent, such as C. L. Morgan 
(1894), who also advocated this “double induction” 
approach (more of whom later). Although these 
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points are no doubt open to debate, one can clearly 
make a case for Cartesian thinking as a feature of 
early evolutionary comparative psychology. In this 
reading, evolutionary comparative psychology has 
been committed to a representational view of the 
mind from its inception, with the result that the 
notion of continuity is tied to a particular concept 
of mind and the nature of psychological processes. 
Behaviorism did not reintroduce Cartesian think-
ing, but instead constituted a brief non-Cartesian 
hiatus.

More precisely, it was radical behaviorism that 
interrupted the Cartesian fl ow in comparative 
psychology. As Malone and Cruchon (2001) put 
it, there are basically two forms of late twentieth-
century psychology: radical behaviorism and “the 
rest of psychology.” Unlike “the rest of psychology,” 
radical behaviorism rejects the idea that intervening 
variables—mental representations—are useful or 
necessary in accounting for behavior (Baum, 1994; 
Costall, 2004; Malone, 2009; Utttal, 2000). In 
this way, it also rejects a Cartesian concept of mind 
(Baum, 1994; Malone, 2009). Th is defi nition of 
behaviorism can be parsed in a variety of ways, some 
of which are commensurate with the arguments 
actually made by radical behaviorists themselves, 
and some which are not. In today’s cognitivist—
often mentalistic—evolutionary comparative psy-
chology, it tends to be construed as a position that 
fl atly denies the existence of mental states, and, as 
such, is often used as a pejorative (e.g., Call, 2006; 
Call & Tomasello, 2006; de Waal, 2009; Tomasello, 
Call, & Hare, 2003), to the extent that one could 
be forgiven for assuming that behaviorism was a 
practice akin to Satanism. Th e words of Bergmann 
(1962) still ring true today, when psychologists 
invoke the name of behaviorism “to scare little chil-
dren in the existentialist dark” (p. 674).

Th ere is, however, a case to be made that such 
negative responses to the radical behaviorist pro-
gram derive from a fundamental misunderstanding 
of its stance on the mental (or more accurately, pri-
vate versus public experiences), which has its roots 
in pragmatism, rather than the Platonic-Cartesian 
grounding that characterizes the cognitivist project 
(see e.g., Baum, 1994; Malone, 2009). In what fol-
lows, I fi rst review a number of behaviorist philoso-
phies before arguing that, in its current incarnation, 
evolutionary comparative psychology has returned to 
the fi rmly Cartesian stance of its founders. Finally, I 
suggest that new developments in psychology, stem-
ming from work in robotics and artifi cial life, may 
themselves signal a response to extreme Cartesian 

cognitivism and herald a return to a philosophical 
position and empirical approach that bears similar-
ity to the pragmatism of (some) behaviorists.

Th e Trouble with Behaviorism?
In the “mythical” construction (Costall, 2006) 

of the emergence of modern psychology, behavior-
ism was founded by John Watson, in reaction to 
the structuralist school of psychological thought, 
which took the quality of conscious experience as its 
subject and deployed self-examination of men-
tal events (introspection) as its method (see e.g., 
Costall, 2004; Malone, 2009). In criticizing this 
approach, Watson’s aim was to turn psychology into 
a natural science, arguing that the impossibility of 
an objective examination of an internal, hidden 
mind necessarily required a focus on behavior. Th is 
redirection of attention carried with it the require-
ment that mind and consciousness be removed from 
psychological consideration (Watson, 1913; 1919).

Th ere is, however, something of a misconception 
that Watson, in attempting to eradicate the terms 
mind and consciousness from psychology, was also 
denying the existence of human experience, so it is 
helpful to be precise here. Watson’s view was that 
mind, as defi ned by the structuralist school, was not 
observable and that the qualities of consciousness 
were not measurable. Because any empirical disci-
pline requires measurement, mind and conscious-
ness could not be subjected to analysis. As Watson 
himself stated, “if you will grant the behaviorist the 
right to use consciousness in the same way that other 
natural scientists employ it—that is, without making 
consciousness a special object of observation—you have 
granted all that my thesis requires.” (Watson, 1913, 
p. 11, emphasis added). Clearly, there is nothing in 
this statement that denies the reality of everyday 
human experience.

Indeed, Malone (2009) argues that, far from 
denying “mind” in any way at all, Watson was 
attempting to reconceptualize it along Aristotelian 
lines. Aristotle argued that there were no unique 
aspects to the soul that were independent of the 
body, and Malone (2009) suggests that Watson 
similarly considered thought simply as another 
form of action (a stance that echoed and followed 
on from that of Th orndike).5 From this, Watson 
could then argue that there was no such thing as 
“mind” that exists independently of our actions in 
the world. Th is should make it clear why Watson 
argued against the mediating factors posited by the 
introspectionists—factors like “consciousness,” and 
“mental images,” For Watson, these were not real 
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20  why behaviorism isn’t  satanism

entities, but handy placeholders that plugged the 
gaps in our knowledge, and served only to gener-
ate our misleading folk-psychological impression 
that we possess minds that somehow transcend the 
activity of the living organism.

In similar vein, Uttal (2000) notes that Watson 
was motivated more broadly by what he felt were 
the religious connotations of the structuralist con-
cept of “mind.” In his later writings, Watson explic-
itly refers to the “religious background of current 
introspective psychology” (Watson, 1924, p. 3), 
before going on to argue against the concept of a 
“soul”, suggesting that the concept of consciousness 
used by the structuralists was nothing but a new 
incarnation of this kind of dualistic thinking (Uttal, 
2000). Put simply, then, both Uttal’s (2000) and 
Malone’s (2009) argument is that Watson was not 
out to deny our subjective, conscious experience of 
the world but only the dominant Cartesian concept 
of mind (with its particular religious overtones) that 
held sway in psychology at that time.6

Costall (2004) and Leary (2004), however, take 
a wholly diff erent view of Watson. As noted ear-
lier, Costall (2004) argues that, by accepting the 
impossibility of studying mind or consciousness 
due to their unobservability, Watson was implicitly 
endorsing a Cartesian view of mind and so rejecting 
Darwin’s mutualist, non-Cartesian view (although 
Darwin’s stance on this, as we’ve seen, is somewhat 
moot). Costall (2004) argues that Watson did not 
so much reconceptualize the mind as merely relabel 
it in physiological terms drawn largely from Pavlov’s 
work on the conditioned refl ex, with the result that 
Watsonian behaviorism became an “eclectic mix” 
of “Russian refl exology, school textbook physiol-
ogy and hand-waving about practical implications” 
(Costall, 2004, p. 188). Most notably, the terms 
stimulus and response, which previously had been 
purely physiological terms were imported whole-
sale into psychology, without it ever being made 
clear how the latter diff ered from the former (Leary, 
2004). In so doing, Costall (2004) argues that 
Watson once again made the body into a Cartesian 
“passive” mechanism (Costall, 2004).7

Leary (2004) argues that the heavy emphasis on 
the conditioned refl ex came about because of the 
pressure under which Watson was placed, following 
the publication of his 1913 “manifesto,” to come up 
with the goods on how to implement his behaviorist 
program. Th e conditioned refl ex thus became a “fi x-
all category or mold into which he poured any and 
every conceivable psychological function” (p. 21). 
Leary (2004) notes, for example, how Watson also 

took the ideas of other psychologists, such as the 
psychoanalytic theories of Freud, and simply trans-
lated these into talk about conditioned refl exes. 
Consequently, Leary (2004) argues that Watson 
provided no truly novel insights into human behav-
ior as such, but “simply new ways of expressing old 
insights, with the unconscious . . . being discussed in 
terms of ‘“unverbalized responses’ and the results of 
childhood trauma being described as ‘conditioned 
emotional responses” (p. 21).

Th ese diff ering views of Watsonian behaviorism 
are worth highlighting because they reveal the dif-
fi culty of reaching a defi nitive conclusion about the 
work of even a single researcher. One cannot treat 
“behaviorism” as a single, monolithic entity that can 
be held in contrast to a cognitivist approach.

Neobehaviourism After Watson
Th is becomes even clearer when we consider the 

work of the “neobehaviorists” that followed Watson. 
Th eir work can be viewed either as a continuation 
of Watson’s “dualistic” perspective or as the rejec-
tion of Watson’s Aristotelian precepts, depending 
on whether one favors a Leary-Costall reading or 
an Uttal-Malone approach. For example, although 
Edward Tolman (1926) embraced the idea that a 
mental phenomenon, like an animal’s goal, could 
be “pointed to” and so was “out there in the behav-
ior; of its descriptive warp and woof” (p. 355), he 
was also, as Uttal (2000) describes him, a “crypto-
mentalist.” Indeed, Tolman’s defi nition of his own 
personal brand of behaviorism, given in the glossary 
of his 1932 book, is hardly cryptic, and it sounds 
more like full-blown cognitivism: “behaviourism: 
any type of psychology which in contrast to men-
talism, holds that ‘mental events’ in animals and 
human beings can, for the purposes of science, be 
characterized most successfully in terms wholly of 
the ways in which they function to produce actual 
or probable behaviour.” (Tolman, 1932, p. 439). 
Such a defi nition is really only behaviorist in the 
sense that it rejects “mentalism” of the introspec-
tionist variety, in which the quality of consciousness 
itself is the focus of study.

Tolman (1932) further distinguished his app roach 
from Watson’s by calling it “purposive behaviourism” 
(and, in this sense, one could argue that is Tolman 
who is the true Aristotelian), which he described as: 
“the specifi c brand of behaviourism [which] asserts 
that these ‘mental events’ are to be described further 
as a set of intermediating variables, immanent [sic] 
determinants and behaviour-adjustments which 
intermediate in the behaviour equation between 

OUP UNCORRECTED PROOF – FIRST-PROOF, 09/19/11, NEWGEN

02_Vonk_Ch02.indd   2002_Vonk_Ch02.indd   20 9/19/2011   4:01:07 PM9/19/2011   4:01:07 PM



 barrett 21

environmental stimuli . . . and the fi nally resulting 
behaviour.” (Tolman, 1932, p. 439); Tolman, there-
fore, moved away from the conditioned refl ex as the 
basis for psychology, and has rather more in common 
with Skinner and the operant psychology of radical 
behaviorism. Tolman was also—and apparently by 
his own admission—a “cryptophenomenologist” 
(Tolman, 1959, p. 94), in that he explicitly used his 
own conscious experience to inform his studies. In 
this sense, he was also an advocate of the heuristic 
benefi ts of a specifi cally anthropomorphic approach 
to animal psychology, which has clear links to 
Romanes’ inductive approach to animal mentality: 

. . . there seems to me every advantage in 
beginning by conceiving the situation loosely and 
anthropomorphically . . . in my future work [I] 
intend to go ahead imagining how ‘if I were a rat’ I 
would behave as a result of such and such a demand 
combined with such and such an appetite and such 
and such a degree of diff erentiation and so on. 
(Tolman, 1938, p. 24)

Clarke Hull, in contrast to Tolman, was committed 
to a more mechanical view of mind; a consequence 
of his background in engineering. He used what he 
called a “robot approach” in his attempts to devise 
the “intelligent mechanisms” by which behavior was 
produced and, like Watson, he took the conditioned 
refl ex to be the basis for all learning (Hull, 1962). 
Like Tolman, however, he also assumed the exis-
tence of intervening variables (although these were 
of a diff erent nature: whereas Tolman was focused 
on “mental maps,” Hull referred to “drive states.” 
Th is in turn led to debates with respect to whether 
animals could learn by making stimulus-stimulus 
links, as Tolman suggested, or whether learning was 
a matter of linking stimuli to responses, as argued 
by Hull). More specifi cally, Hull’s mechanical the-
ory argued that knowledge was built up via serially 
conditioned response chains (Hull, 1930). In this 
view, each stimulus initially evokes only the corre-
sponding contingent response, but as the response 
itself produces its own proprioreceptive stimuli, this 
then becomes linked to the next external stimulus. 
Over time, the proprioceptive stimuli alone are able 
to evoke the next response. Eventually, the entire 
sequence runs independently of external stimuli 
following the triggering of the initial response, and 
consequently “. . .  the organism will carry about con-
tinuously a kind of replica of this world segment” 
(Hull, 1930, p. 514). In their own individual ways, 
then, both Tolman and Hull, although adhering to 
the methodological commitments of the behaviorist 

paradigm, were perfectly willing to accept the exis-
tence of “mental events” and the production of “rep-
licas” inside the head, respectively. In this respect, 
it can be argued that they restored many of the ele-
ments of the Cartesian concept of mind that Watson 
had summarily rejected as suitable for study.

Why Radical Behaviourism
is Truly Radical

Th e “cognitivist” leanings of behaviorists like 
Tolman and Hull help clarify the distinction between 
these particular brands of behaviorism and that of 
Skinner’s “radical behaviorism,” highlighting that, 
even within a particular school of thought, action 
and reaction characterize the trajectory through 
time. Radical behaviorism was Skinner’s response to 
the approach he termed “methodological behavior-
ism” (because of its central emphasis on methods that 
could measure behavior objectively). Methodological 
behaviorism maps onto the logical positivist view 
that “mind” should be excluded from study in favor 
of behavior because of the unobservability of the for-
mer. Skinner expressly denied the mind-body dualism 
inherent in this kind of methodological behavior-
ism—after all, to exclude a private, internal mind 
from scientifi c study is to implicitly accept that such 
a thing exists (Skinner, 1945). By contrast, radical 
behaviorism simply doesn’t distinguish between an 
inner, subjective world and an outer, objective one: 
“What is felt or introspectively observed is not some 
nonphysical world of consciousness, mind, or men-
tal life but the observer’s own body” (Skinner, 1974, 
p. 18). Radical behaviorism has its philosophical 
roots in pragmatism, and, as such, presented a clear 
repudiation of the Cartesian concept of mind, and 
this, perhaps, is why it is so badly misunderstood 
(Baum, 1994). For example, Skinner’s rejection of 
“mental fi ctions” should not be taken as a denial 
of the reality of private thoughts—Skinner consid-
ered these both natural and real—but as a rejec-
tion of the separation of “mental” things and events 
from behavioral events. For Skinner, the diff erence 
between “private” events and “public” ones was 
simply the number of people who could talk about 
them (Skinner, 1945 gives a detailed analysis of “pri-
vate events”). As Malone and Cruchon (2001) put 
it, “personal experience is not necessarily “private” 
experience” (p. 33).

Contrary to popular views, then, “conscious” 
phenomena are not denied by radical behaviorism 
because, as behavioral events about which one can 
speak, they are amenable to study (Baum, 1994). If 
Watson’s behaviorism was the “science of the other,” 
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Skinner’s radical behaviorism allowed people to speak 
for themselves. Similarly, from a radical behaviorist 
perspective, the goals and reasons for why a person 
or animal performs a particular behavior are consid-
ered to be components of the behavior itself; they are 
tangled up in the actions taken in the world (and in 
this sense, it becomes clear why the basis of Skinner’s 
psychology was operant conditioning—in which the 
animal takes a positive and active role in learning—
rather than the conditioned refl ex of Watsonian 
behaviorism). One could argue, therefore, that radi-
cal behaviorism simply construes “mind” very diff er-
ently to that of Cartesian cognitivism by considering 
behavior to be fully constitutive of mind, and not 
merely its “product”. As Malone and Cruchon 
(2001, p. 54) note, the more radical behaviorists 
who followed Skinner, like Harold Rachlin (1994), 
for example, argue that if we “construe ‘mental’ as 
‘temporally extended, overt, observable patterns of 
behavior,’ we can actually see a person’s ‘mental activ-
ity’ unroll before us.” Th e thing to avoid at all costs 
is to assume that the “mind” is a “thing” we possess 
inside our bodies, rather than simply a way that we 
have learned to speak about our actions in the world 
as part of our cultural heritage.

Given this stance, it is interesting to note that 
radical behaviorism has much in common with 
recent developments in so-called embodied and 
distributed cognitive science. Skinner (1987), for 
example, writes that: “cognitive psychologists like 
to say ‘the mind is what the brain does’ but surely 
the body plays a part? Th e mind is what the body 
does. It is what the person does. In other words, it 
is behavior,” (Skinner, 1987, p. 784) and had previ-
ously noted that “Th e skin is not all that important 
a boundary” (Skinner, 1964, p. 84). In presenting 
such arguments, Skinner’s views are not a million 
miles away from those of the prominent modern-
day philosopher of cognitive science, Andy Clark 
(Clark, 1997, p. 84), who similarly rejects the 
Cartesian emphasis of modern psychology: “To thus 
take body and world seriously is to invite an emer-
gentist perspective on many key phenomena—to 
see adaptive success as inhering as much in the com-
plex interactions among body, world and brain as in 
the inner processes bound by skin and skull.”

Why Skinner was not a Cognitive 
Psychologist

One of Skinner’s main objections to theories 
that made use of intervening variables, and more 
specifi cally, to mentalism, was that they were prone 
to the “nominative fallacy”; that the naming of 

something provides an explanation of it. When we 
claim that, for example, a chimpanzee throws rocks 
at a gawping crowd of tourists because he has “auto-
noetic consciousness” and can “plan for the future” 
(Osvath, 2009), we have not actually explained the 
mechanisms involved, but merely labeled them. Our 
explanation is no more advanced with respect to our 
ability to understand the behavior concerned, and 
we have also complicated matters for we now have 
to account, not just for the behavior itself, but for 
the generation of the inner mental state that caused 
the behavior (see also Shettleworth, chapter 28of 
this volume). Another way to put it is to say that 
internal mediating mechanisms, as a form of inner 
behavior, are themselves in need of explanation; 
using internal events to explain outward events sim-
ply shoves the problem up one level.

Th e other thing to note about Skinner’s research 
program is that it wasn’t an anti-anthropomorphic 
attempt to put other animals in their place, and deny 
them the capacity for internal decisionmaking, emo-
tions, or intentions, as some have suggested (e.g., de 
Waal, 1997, pp. 50–53). Although it is true that 
Skinner worked intensively on rats and pigeons, he 
considered these to be model organisms that would 
reveal the principles that governed behavior in all 
animals, including humans. Skinner’s program was, 
in this sense, not anti-anthropomorphic at all, and 
it was also much less anthropocentric than many 
contemporary cognitivist research programs in 
comparative psychology.8

It is true to say, however, that Skinner’s program 
wasn’t particularly “ecological,” in the sense of 
accounting for how species adaptations to particu-
lar niches might aff ect behavior. Again, this isn’t the 
same as saying that Skinner failed to recognize the 
existence and importance of niche-related behav-
iors. As he noted, “no reputable student of ani-
mal behavior has ever taken the position that the 
animal comes to the laboratory as a virtual tabula 
rasa, that species diff erences are insignifi cant, and 
that all responses are about equally conditionable 
to all stimuli” (Skinner, 1966, p. 1205). A startling 
statement, no doubt, to those of us raised to believe 
that the central tenet of Skinnerian behaviorism is 
exactly the kind of “blank slate” approach he him-
self criticizes here.

Indeed, Costall (2004) goes so far as to argue 
that it was Skinner who reintroduced the “mutual-
ity” of animal and environment that was rejected 
by the early behaviorists (and I would argue, by the 
early comparative psychologists, like Romanes) by 
including in his defi nition of behavior “. . . that part 
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of the functioning of an organism which is engaged 
in acting upon or having commerce with the outside 
world” (Skinner, 1938, p. 6, emphasis added). Like 
Darwin, Costall (2004) argues that Skinner saw 
that organisms acted on their environments and did 
not simply respond to them. For example, the (in)
famous Skinner boxes were designed to “refl ect” the 
animals they contained; Skinner stated explicitly 
that “the apparatus was designed by the organism 
we study” (Skinner, 1961, p. 543), with the capaci-
ties and limits of the animal determining the kind of 
manipulandum that was used, the kind of stimula-
tion presented, and the kind of reinforcement given 
(Costall, 2004).

Despite this, it is clear that one can make a strong 
case for the overly restrictive nature of a Skinnerian 
approach to the study of psychology—after all, 
a Skinner box aff ords only operant learning and, 
therefore, one can never discover other poten-
tial mechanisms using this method. It is also true 
Skinner himself frequently extrapolated beyond the 
bounds of his data in an attempt to garner wider 
acceptance of his views, and he also presented a 
“dumbed down” version of his philosophy, which 
only helped fuel further criticism (Malone, 2009). 
One only has to take a look at a few experimental 
psychology journals of the time to see that much 
work in this area was precisely the kind of atheoreti-
cal “rat running” that has been so widely criticized. 
It should also be apparent, however, that behaviorist 
approaches in general, and radical behaviorism in 
particular, do not deserve much of the demonizing 
they receive in the current comparative psychology 
literature, and that it makes no sense to lump all 
forms of behaviorism together—especially given 
the cognitivist leanings of some behaviorists. Th e 
inconsistency that is inherent in the demonizing of 
behaviorism is thrown into even sharper relief when 
we consider the events of the so-called cognitive 
revolution.

Th e Cognitive Revolution?
As scientifi c legend and Th e Oxford Companion to 

Philosophy both would have it (Honderich, 2005), 
Noam Chomsky’s (1959) “devastating review of 
B.F. Skinner’s ‘Verbal Behaviour’ led to the cogni-
tive revolution and the demise of behaviorism in 
psychology” (p. 139). Although there is no doubt 
that behaviorism went into decline following 
Chomsky’s review and that cognitivism prospered, 
it seems unlikely that Chomsky’s review was the sole 
cause. One reason for being skeptical of Chomsky 
as the catalyst for the cognitive revolution is that, as 

Malone (2009) and Leahey (1992) point out, mid-
twentieth-century psychology was a highly fractured 
fi eld, and behaviorism was not, in the Kuhnian sense 
(Kuhn 1962), the dominant paradigm. Th e “cogni-
tive revolution” could not be a revolution precisely 
because there was no paradigm for it to overthrow; 
it might be more accurate to say simply that fash-
ions and tastes in psychology changed around this 
time (see e.g., Andresen 1991, who argues that 
Chomsky’s success at Skinner’s expense was a matter 
of “cognitive taste,” and that this refl ected general 
societal changes in attitudes at the beginning of the 
1960s. Similarly, Leudar and Costall (2004) argue 
that many psychologists were already prepared for 
the ideas presented in Chomsky’s critique; all he did 
was amplify and focus them).

In addition, and as Malone (2009) makes clear, 
Wundt had already been studying sensation and 
perception using methods comparable to those of 
modern cognitive faculty psychologists (and was 
not, therefore, the kind of “introspectionist” that he 
is often portrayed), while Th orndike’s early work on 
animals, with its use of hypothesized internal S-R 
links, stood in contrast to Watson’s more physiolog-
ical approach that followed it. As we’ve seen, it is 
also true that the theoretical underpinnings of both 
Tolman’s and Hull’s research were clearly cognitiv-
ist in important ways. In other words, behaviorist 
methodologies were tied to cognitivist theories from 
early on in behaviorism’s history. As noted earlier, 
then, the “cognitive revolution” with respect to ani-
mal psychology was really just an extension of the 
nascent cognitivism that existed prior to Skinner’s 
attempts to reconceptualize psychology along prag-
matist, rather than Cartesian, lines. It is also reason-
able to suggest that, in many ways, behaviorism never 
really died.9 Indeed, just as dinosaurs roam among 
us in the form of modern birds, most “comparative 
cognitive psychologists” are, quite clearly, method-
ological behaviorists, who remain committed to 
a linear stimulus-response psychology (although 
their focus, obviously, is on what happens between 
stimulus and response) and who limit their evidence 
purely to observable behavior (Costall, 2004).

Whether one wishes to characterize the move 
toward cognitivism as a revolution or simply as the 
arc of a trajectory interrupted briefl y by Skinner, it 
remains the case that the introduction of an explicitly 
cognitivist approach reintroduced all those aspects 
of the Cartesian view that radical behaviorism 
rejected as both unnecessary and pernicious.10 Th is 
refl ects, in large part, the adoption of the “brain-as-
computer” metaphor, which characterizes cognition 
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as successive levels of “information processing.” Th is 
view established fi rmly that the brain was the seat 
of all specifi cally cognitive processes, so separating 
it from the body and the rest of the nervous system. 
As a result, the latter came to be viewed merely as 
the “message cables” that relayed the brain’s instruc-
tions to the essentially “lifeless” body (Churchland, 
1996), just as Descartes had described.

Th e embrace of the brain-as-computer metaphor 
represents a step back from the radical behavior-
ists’ emphasis on the activity of the whole organ-
ism and its “embeddness” in the environment and 
the restoration of the “mutuality” of organism and 
environment that Darwin initially identifi ed; a deep 
irony given the standard criticism of behaviorism as 
a conceptually limited, laboratory-bound endeavor 
(see later). Th e other corollary of viewing the brain 
as the sole locus of cognition, with the accompany-
ing emphasis on internal “information processing,” 
is that it has led to the rigid separation of percep-
tion, cognition, and action. Action, in particular, is 
now relegated simply to the “read out” of the brain’s 
instructions—the end product of a linear process-
ing of information that transforms sensory input to 
motor output—rather than as a co-contributor to 
cognitive processes and a modulator of subsequent 
perceptual events. In this way, we have returned to 
Romanes’ (1882) view that behavior is merely the 
“ambassador of the mind,” from which we infer the 
internal causes of events.

Accordingly, “cognitive processes” are generally 
confi ned to those that mediate between percep-
tion and action—the two processes that actually 
“touch” the world. Th is may be no accident, given 
that, if cognition is self-contained in this way, it can 
be modeled without having to consider either the 
body or the environment. Th is, in turn, helps to 
increase the apparent validity of computer models 
and simulations of cognitive processes. In so doing, 
the original metaphor neatly turns back onto itself, 
and the metaphorical notion of cognition as infor-
mation processing becomes reifi ed. With this move, 
the study of cognition becomes not only disembed-
ded from the environment, but it is also disembod-
ied, further reinforcing the Cartesian separation of 
brain and body, body and world. It is this that leads 
to the idea that it will one day be possible to reduce 
cognitive psychology to neuroscience; once we 
understand how the brain works, the psychological 
level of explanation will simply fall away as unnec-
essary (e.g., Churchland, 1996). Th is, however, is 
a perspective that can apply only on acceptance of 
the premise that bodies and environments do not 

contribute in any constitutive way to cognition 
(aside from the trivial point that one needs some 
form of body to behave and so perform the acts dic-
tated by cognitive processes).

As something of an aside, it is worth pointing out 
that this reifi cation of the brain as computer meta-
phor is most notable within comparative evolution-
ary psychology applied specifi cally to humans; in 
particular, the school of thought promoted by Leda 
Cosmides, John Tooby, Steven Pinker, and David 
Buss. Th eir views are predicated entirely on the 
computational theory of mind, which they take to 
be axiomatic. Tooby and Cosmides (2005, p. 16), 
for example, state

Th e brain’s evolved function is to extract information 
from the environment and use that information 
to generate behavior and regulate physiology. 
Hence, the brain is not just like a computer. It is 
a computer—that is, a physical system that was 
designed to process information . . . Th e brain was 
designed by natural selection to be a computer
[emphasis in the original].

It is Pinker (2003), however, who perhaps makes 
the strongest claim for this approach, stating that

Th e mind is not the brain but what the brain 
does . . . the brain’s special status comes from a 
special thing the brain does . . . that special thing is 
information processing, or computation[and that]
Th e computational theory of mind . . . is one of the 
great ideas of intellectual history, for it solves one of 
the puzzles of the “mind-body problem” . . . It says 
that beliefs and desires are information, incarnated 
as confi gurations of symbols . . . without the 
computational theory of mind it is impossible to 
make sense of the evolution of mind. 
(Pinker, 2003, pp. 24–27)

Accordingly, hypotheses generated by advocates 
of this approach are tested on the assumption that 
the brain really is a computational device (not sim-
ply a metaphorical one), and that cognition actually 
is information processing.

Recently, Wallace (2010) has presented a critique 
of this approach to evolutionary psychology and its 
links to the computational theory of mind. His argu-
ment is that its unquestioned commitment to com-
putationalism-cognitivism came about as a specifi c 
reaction to behaviorism and, in particular, the kind 
of “blank slate” caricature of radical behaviorism, 
criticized earlier, and its focus on learned, rather 
than innate, behavior (as captured by Pinker [2003, 
p. 31]: “Th e entities now commonly evoked to 
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explain the mind—such as general purpose intel-
ligence and multipurpose learning strategies—
will surely go the way of protoplasm in biology” 
[emphasis added]). Regardless of whether Wallace’s 
(2010) view ultimately is shown to be correct, it 
is an interesting and thought-provoking perspec-
tive, given that the rise of evolutionary psychol-
ogy is more commonly attributed simply to the 
insight that psychological mechanisms are adapta-
tions, and, therefore, open to evolutionary analy-
sis. Behaviorism often does not enter the debate 
because this is seen as an approach to animal psy-
chology, rather than human psychology. More 
specifi cally, Wallace’s (2010) contention is that, 
should the computational theory of mind prove to 
be wrong—which he believes it will be—then this 
particular incarnation of evolutionary psychologi-
cal thought will, necessarily, fall with it.

With respect to nonhuman comparative evolu-
tionary psychology, the key point to make about 
the “cognitive revolution,” is that—given the 
extremely fuzzy line that has long existed between 
methodological behaviorism and cognitivism—it 
is very diffi  cult to pin the rise of cognitivist animal 
psychology on the cognitivist-computational turn 
within psychology as a whole and its “triumph” 
over behaviorism. To be sure, the groundwork was 
laid by the emergence of the computer metaphor 
and the idea that internal information processing 
mechanisms in the brain were the proper domain of 
study. However, as Wynne (2007) notes, all of this 
was taking place in the 1950s and 1960s, whereas 
explicitly cognitivist approaches are apparent in the 
animal literature only from the 1970s onward (a 
point that could also be used to counter Wallace’s 
argument with respect to human evolutionary psy-
chology). Wynne (2007) suggests, instead, that the 
return to a more cognitivist (and indeed explicitly 
mentalist) approach can be attributed in large part 
to Donald Griffi  n’s (1976) book Th e Question of 
Animal Awareness (although one might argue that, 
like Chomsky, Griffi  n was simply picking up on 
a more general spirit of the time, producing a 
book for which everyone was “ready”). What is 
most notable about Griffi  n’s book, in retrospect, 
is how his position extended beyond that of most 
modern cognitivist psychologists and ethologists, 
emphasizing not only a similarity between men-
tal events or cognitive processes, but also mental 
experiences:

Th e fl exibility and appropriateness of such behavior 
suggests not only that complex processes occur 

within animals brains, but that these events may have 
much in common with our own mental experiences. 
(Griffi  n, 1976, pp. 3–4)

More particularly, Griffi  n envisaged that con-
scious awareness could act as a form of “information 
processing” in and of itself that occurred in addi-
tion to the activity of the brain, allowing honeybees, 
for example, to compensate for their lack of neu-
ral machinery. Although these aspects of Griffi  n’s 
arguments were not widely accepted, the strong 
emphasis on evolutionary continuity that was used 
to underpin the scientifi c claims of Griffi  n’s broader 
argument has led ineluctably to the kind of explic-
itly anthropomorphic research strategy, and, hence, 
strongly Cartesian research strategy, advocated by 
earlier researchers like Romanes. It is also clear that 
Griffi  n’s point about the “fl exibility” and “appropri-
ateness” of behavior as a result of “complex” processes 
was intended to undermine the notion that nonhu-
man animals were capable only of those forms of 
“associative” learning (whether conditioned refl exes 
or operant responding) studied by the behaviorists 
and learning theorists (each in their diff erent ways). 
As a result, associative learning is now often treated 
as a “noncognitive” and “simpler” alternative to 
complex, cognitive explanations, even though—as 
made clear earlier—any theory that posits interven-
ing variables between stimulus and response legiti-
mately can be viewed as cognitive.

And so we return to the present, where it should 
now be clear how and why evolutionary comparative 
psychology takes the form that it does. Specifi cally, 
modern evolutionary comparative psychology (as 
applied to both humans and nonhumans) com-
bines the methods of behaviorism with the theoreti-
cal stance of cognitivist-computational information 
processing, along with a heavy Darwinian emphasis 
on continuity across species, which also brings with 
it a strongly Cartesian heritage. Th is leads us nicely 
to a consideration of the manner in which compara-
tive cognition is defended against those behaviorist 
alternatives that are argued to deny the possibility 
of mental states.

As will become clear, many of the arguments 
used to advocate an explicitly cognitivist “neo-
Cartesian” approach gain their force by misrepre-
senting behaviorist philosophy, thereby generating 
an easily crushed straw man. Although Byrne and 
Bates’s (2006) short review article is not the only 
strong ideological defense of a cognitivist/mental-
istic stance, it has the advantage of articulating the 
main arguments extremely clearly and cogently, 
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26  why behaviorism isn’t  satanism

presenting an opportunity to systematically exam-
ine each of them in turn. In what follows, I take this 
article to represent the current consensus.

A Critique of Comparative Cognitivism
Byrne and Bates’s (2006) commitment to cogni-

tivism is identical to the one articulated at the begin-
ning of this chapter, and the aim of their article is to 
justify why we should consider all animals, and not 
just humans, to be cognitive precisely in this fash-
ion. Th eir argument hinges on the following main 
points: (1) in contrast to cognitive explanations, 
“associationist” (behaviorist) models cannot account 
for the complexity of animal behavior, especially 
under natural conditions. Th is is an argument that 
is made on the grounds of both implausibility and 
lack of parsimony. (2) Th e specifi c “tools” off ered 
by cognitive science are essential to the process of 
developing testable hypotheses that can be applied to 
natural behavior. (3) Th e value of the brain-as-com-
puter metaphor as a means of demystifying mental 
processes, by enabling the testing of “mechanistic 
theories couched in information processing terms 
rather then phemenology”—a stance that naturally 
allows it to be applied to nonlinguistic animals that 
cannot report on their experiences as we do.

Th e fi rst thing to note is the explicit diff erentiation 
between “cognitivist” and “associationist” approaches 
to animal cognition. Byrne and Bates (2006) begin 
by describing the results of laboratory experiments 
on scrubjays’ caching behavior in the presence of 
conspecifi cs, pitting a cognitivist, mental state inter-
pretation against one based on “a complex web of 
associations, each association well-understood from 
laboratory study of learning in the white rat.”(R445) 
As noted earlier, the “associationist” account is 
treated as though it were completely noncognitive 
(see later for another example of this with respect to 
chimpanzee cognition), despite the fact that associa-
tive learning is, in fact, a cognitive process.

Th is clarifi cation, however, only serves to make the 
contrast even more intriguing because it would then 
seem to require that “complex webs of association” 
must diff er fundamentally from “mental states.” 
Th is is an interesting argument for two reasons. On 
the one hand, there is a long-standing philosophical 
position, going back through J.S. Mill and Hume to 
Locke, that all our knowledge of the world, includ-
ing our most complex concepts, are built up from 
the associations we acquire through experience. On 
the other, and more pertinently, complex association 
was exactly the process by which Hull (1930)—a 
cognitively inclined neobehaviorist—theorized that 

animals constructed their “replicas” of the world, 
while more recent empirical evidence shows that 
such a process can give rise to knowledge of exactly 
this kind (e.g., Brooks, 1978; Landauer & Dumais, 
1997, and see later). Finally, this defi nition and 
contrast does not characterize accurately the radical 
behaviorist stance, which argues that there are no 
associations in the organism; associations are found 
in the objects of the world itself (i.e., an animal 
doesn’t associate the smell of lemon with its bitter 
taste inside its head, but rather, the smell and taste 
are associated in the lemon).

Presumably, the distinction that Byrne and Bates 
(2006) are really drawing here is between men-
tal-state understanding as some form of explicit, 
propositional knowledge of the world and webs of 
association as implicit, procedural knowledge. If so, 
then the contrast being drawn is nothing more than 
“Descartes dressed up in modern garb” (Papineau 
& Heyes, 2006, p. 188), with “mentalistic terms 
representing the immaterial mind and associative 
learning representing “brute matter” (Papineau 
& Heyes, 2006, p. 188). In this fashion, Byrne 
and Bates (2006) not only remain true to the 
Cartesian mind of late twentieth-century cognitive 
science, but also reintroduce seventeenth-century 
Cartesian distinctions between rational thought 
and mechanical processes. To be fair, they later 
back away from the idea that cognitivism requires 
explicit knowledge, although this does make it 
diffi  cult to assess exactly what their position is in 
this respect.

Th e other problem that allegedly renders associa-
tive explanations less than satisfactory is that they 
are “unduly trusting.” To explain complex behavior 
patterns by associative learning, one would have to 
take on trust that learning is rapid, and “sharply 
focused on just those specifi c features that cue the 
variables important in explaining how a particular 
behavior was learnt” (Byrne & Bates, 2006, R445). 
Th is, again, is an intriguing comment, because it 
simply takes for granted that any form of unstruc-
tured statistical-learning would result in the forma-
tion of irrelevant and spurious associations, unless 
there were top-down cognitive mechanisms to pre-
vent this from happening. Th is carries with it the 
implication that a mentalistic interpretation is both 
more parsimonious and plausible than one based 
on associative learning mechanisms—an argu-
ment that is often made explicitly in the compara-
tive literature (e.g., Call, 2006; Tomasello & Call 
2006; Tomasello, Call & Hare, 2003: Whiten & 
Byrne, 1991).
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Th ere are two points to be made here: fi rst, the 
manner in which parsimony should guide our inter-
pretation of behavior and, second, the assumption 
that the world lacks suffi  cient structure to allow for 
the statistical learning of its features.

Firing Morgan’s Canon: Use Caution
For most comparative researchers, the idea that one 

should accept the most parsimonious explanation 
for a given set of fi ndings stems from an adherence 
to Lloyd Morgan’s “canon” (see e.g., Knoll, 1997; 
MacPhail, 1998; Semple, Higham, MacLarnon, 
Ross, & Lehmann, 2010):

in no case may we interpret an action as the outcome 
of a higher psychical faculty, if it can be interpreted 
as the outcome of one which stands lower on the 
psychical scale.” 
(Morgan, 1894, p. 59)

Th is is considered to be a modifi ed form of 
Occam’s razor that requires us to accept the sim-
plest possible explanation that can account for the 
available facts. A careful reading of Morgan (1894), 
however, reveals that he never intended the canon 
to be used as principle of parsimony in this way (see 
also Costall, 1993; and Wozniak, 1993). To under-
stand Morgan’s actual intent, we have to consider 
his view of mental evolution, which constituted a 
very loose kind of scale, with greater levels of “men-
tality” (whatever that might mean) seen in humans 
compared to other animals (Morgan, 1894). For 
Morgan, there were simple associations (found in 
humans and other animals), perception of relations 
(the point at which human and other animal capac-
ities part ways) and perception of abstract relations 
(that only humans possessed). Morgan also recog-
nized that there would interspecifi c diff erences in 
the distribution of these capacities across the animal 
kingdom that refl ected the design of the animals’ 
sensory systems (“the method of variation”), such 
that, for example, a dog could possess more in the 
way of a certain lower faculty, like olfaction, than 
a human, but less in the way of abstraction. It was 
this possibility that made the “canon” necessary. In 
other words, if the “method of variation” means that 
other animals are capable of possessing abilities in 
some “lower” faculty that are superior to humans, 
then we should be careful to explore all possibilities 
at this level—especially as some of these may not 
be immediately obvious to us, given interspecies 
diff erences—before we move up to consider facul-
ties at a “higher” level. Indeed, Morgan specifi cally 
identifi ed the pitfalls of mistakenly assuming that 

his “basal principle” was one of parsimony, and that 
the simplest explanation is always to be preferred:

 . . . by adopting the principle in question, we may 
be shutting our eyes to the simplest explanation of 
phenomena. Is it not simpler to explain the higher 
activities of animals as the direct outcome of reason 
or intellectual thought, than to explain them as the 
complex results of mere intelligence or practical sense 
experience? Undoubtedly, in many cases it may seem 
simpler. It is the apparent simplicity that leads many 
people to naively adopt it. But surely the simplicity 
of an explanation is no criterion of its truth. Th e 
explanation of the genesis of organic world by direct 
creative fi at is far simpler than the explanation of the 
genesis through the indirect method of evolution. 
(Morgan, 1894, pp. 54–55)11

Th e canon is not, then, admonishing us to refrain 
from attributing mental states to other animals, but 
to perform studies that would allow the appropriate 
process to be identifi ed on the basis of behavior, lest 
we shut our eyes to a simple process that requires 
more complex explication than the attribution of 
human-like thought.12 Moreover, Morgan (1890) 
had argued a similar point earlier, stating that “we 
do not know enough about the causes of variation 
to be rigidly bound by the laws of parcimony (sic)” 
(Morgan, 1890, p. 174). Parsimony, in other words, 
is a red herring; it cannot be used to argue the case 
one way or the other. Consequently, if parsimony is 
no guide to understanding the cognition of other 
species, then the argument that “associative” accounts 
are “unduly trusting,” loses much of its force because 
the premise of this argument rests, at least partly, on 
the lack of parsimony in the associative account.

Th is clarifi cation of Morgan’s canon is also use-
ful because it is frequently invoked by both sides in 
any argument over what constitutes the “simplest” 
psychological explanation of behavioral phenom-
ena. Th at is, advocates of an associative account 
and those who prefer a more mentalistic interpreta-
tion both claim that Morgan’s canon supports their 
favored interpretation on the mistaken grounds 
that they are dealing with a principle of parsimony. 
Th e recent report of an “awareness of death” among 
chimpanzees is a case in point, and is revealingly 
illustrative.

In the report, the social events surrounding the 
natural death of a single aged female chimpanzee 
in a captive colony were described and interpreted 
(Anderson, Gillies, & Lock, 2010a). Although 
Anderson et al. (2010a) did not go so far as to say 
that chimpanzees possess an explicit concept of 
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28  why behaviorism isn’t  satanism

death, they nevertheless stated that their observa-
tions will “help to build a more complete picture 
of the mental life of our nearest evolutionary neigh-
bors, including how they perceive and cope with 
death” (Anderson et al. 2010b). Th e behaviors 
shown toward the female during her last hours were 
interpreted as “checking for signs of life” (manipu-
lating the arms and opening the mouth of the dying 
chimpanzee) and possibly “attempting to resuscitate 
the female” (a male chimpanzee pounding on the 
torso of the dead female), in addition to more con-
crete descriptions of what the animals actually did 
during the period of the female’s demise.

In a commentary criticizing both the anthro-
pomorphic interpretation and anecdotal approach 
adopted in this paper, Semple et al. (2010) referred 
to Morgan’s canon as a “principle of parsimony”, and 
suggested that, rather than attempting to resuscitate 
the female, a more parsimonious explanation would 
be that the male hit the female when she failed to 
respond normally (i.e., with a submissive response) 
to his threat behavior. Anderson et al. (2010b) also 
accepted Morgan’s canon as a principle of parsimony 
in their response to this suggestion by turning the 
argument on its head. Th ey countered that Semple 
et al.’s (2010) alternative suggestion was both more 
“complex and implausible” and so “clearly, focus 
on fi nding the ‘simplest’ explanation can result in 
over-elaboration and inaccuracy”(Anderson et al., 
2010b). So, whereas Semple et al. (2010) mistak-
enly assume that Morgan was arguing for parsi-
mony as an inherent virtue, Anderson et al. (2010b) 
make the additional, and perhaps more dangerous 
mistake, of assuming that the most parsimonious 
explanation is the one that is simplest for us to 
grasp, rather than one that is simplest in terms of 
the underlying mechanism it posits. Th e distinction 
between simple mechanisms and simple explana-
tions seems to get lost in many of these debates. If 
nothing else, we need greater recognition of the fact 
that there need be no simple one-to-one mapping 
between the complexity of a mechanism and the 
complexity of behavior it produces.

How impoverished is the stimulus?
Th e second of Byrne and Bate’s (2006) points 

is the assumption that the world lacks the degree 
of inherent structure that would allow unguided 
learning to pick up relevant cues and exclude irrel-
evant ones. Th at is, associative accounts are not 
implausible simply because they lack parsimony, 
they are also inherently implausible. Th is is similar 
to the familiar “poverty of the stimulus” argument, 

raised by Chomsky (1962, 1965) with respect to 
language acquisition by human infants. According 
to Chomsky, the input from adult speech is both 
too underdetermined (in terms of grammar) and 
degenerate (due to the use of speech fragments and 
deviant expressions) for statistical learning to occur. 
Consequently, he argued for an innate, computa-
tional language acquisition device that underpinned 
language learning.

It has become apparent in recent years, however, 
that statistical learning plays a much larger role than 
anticipated in language development, and that the 
stimulus may be much wealthier than supposed. 
Soderstrom and Morgan (2007), for example, have 
shown that 20–23-month-old infants have a pref-
erential bias for fl uent over disfl uent speech, even 
when all lexical and grammatical items are removed; 
that is, the prosodic cues associated with these dif-
ferent kinds of speech are suffi  cient on their own to 
focus the attention of infants. As only ungrammati-
cal speech is disfl uent in this way, these results sug-
gest that a simple perceptual bias steers children to 
attend preferentially to fl uent speech with the con-
sequence that they expose themselves to stimuli that 
are not as degenerate as Chomsky supposed. Th e 
poverty of the stimulus may well have been over-
emphasized and the degree of statistical regularity 
waiting to be picked up in speech utterances signifi -
cantly underestimated. Other fi ndings in the infant 
language literature arrive at similar conclusions 
with respect to the underdeterminacy of language 
(e.g., Gomez, 2002; Saff ran, Aslin, & Newport, 
1996). Finally, Ramscar (2010) has recently intro-
duced a new version of the “computer metaphor” 
that likens the brain to a “search engine” that can 
learn statistically, rather than a Chomskyian spread-
sheet-type model.

Th e broader point that all this work makes, in 
conjunction with recent research on infant imita-
tion (Ray & Heyes, 2011) is that we cannot simply 
assume that the world is too complex and messy to 
allow unstructured (associative) learning mecha-
nisms to be used eff ectively. For cases in which this 
assumption has been put to the test, the results can 
be surprising. A classic example is Landauer and 
Dumais’s (1997) solution to “Plato’s paradox” (how 
does a learner who doesn’t know what to learn, 
manage to learn anything?). Using a technique 
called latent semantic analysis, they produced neu-
ral networks that were able to comprehend writ-
ten text, starting only from an association matrix 
of experienced words and the contexts in which 
they occurred. In other words, a purely associative 
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process was able to produce language comprehen-
sion, the nonpareil of cognitive processes.

In the social domain, Turesson and Ghazanfar 
(2010) have shown recently that the implicit, sta-
tistical learning of social signals represents a viable 
domain-general mechanism for monitoring aspects 
of group structure and behavior (e.g., coalition for-
mation) in humans, and is not vulnerable to spuri-
ous associations (thus arguing against the modular 
domain-specifi city posited by some human evolu-
tionary psychologists). Perceptual biases combined 
with statistical-learning may, therefore, represent a 
very powerful means of learning about the structure 
of both the physical and social world. Th is, in turn, 
means that the “sharp focus” that Byrne and Bates 
(2006) require may need to be neither so sharp nor 
so focused. Natural selection may act to make ani-
mals diff erentially sensitive to certain perceptual 
aspects of the environment, and the animal’s own 
actions in the world may also facilitate this learning 
(Barrett 2011).

Byrne and Bates’s (2006) argument also contains 
a misleading insistence on the idea that associa-
tive learning deals only with the connection of two 
events, so that learning a complex sequence requires 
the chaining together of a series of discrete paired 
associations in the right sequence. A process that 
is, again, presented as both implausible and lack-
ing parsimony. It is misleading because associative 
learning can, and does, involve more sophisticated 
processes (see e.g., Papineau and Heyes, 2006) 
but—and this is the crucial point—even if it were 
the case that associations were only ever formed in 
a pairwise fashion, requiring long chains of associa-
tion to be built up over time, this does not justify 
the rejection of an associative account. Returning 
again to Morgan, we have no grounds for assuming 
that evolved processes will be simple in this sense; 
perhaps long, convoluted, complex chains of asso-
ciations are exactly how many cognitive skills are 
learnt. As with other adaptations that refl ect the 
tinkering of natural selection over eons of time, 
psychological mechanisms may represent somewhat 
clunky, somewhat messy, often convoluted, solu-
tions to particular problems. Eff ectiveness not effi  -
ciency per se is what matters.

Where does Complexity Lie?
Another major reason given by Byrne and Bates 

(2006) for favoring “cognitive” over “associative” 
hypotheses of learning is that that, as associative 
accounts can only be tested under tightly constrained 
and simplifi ed laboratory conditions, the results of 

such experiments cannot be extended to account 
for the complex and fl exible traits seen under natu-
ral conditions. Although it is fair to say that more 
fl exible and complex behavior is displayed more fre-
quently under natural conditions, it does not follow 
that associative learning, because of its simplicity, 
cannot account for the natural behavior. Although 
it is possible that researchers may be more likely to 
overinterpret naturalistic behavioral observations in 
ways that are ruled out by tight experimental con-
trol (although as noted earlier, experiments can also 
be overinterpreted in this manner), it is also possible 
that the natural environment scaff olds animals in 
ways that aff ord more fl exibility; the greater com-
plexity of behavior seen under natural conditions 
may be underpinned by exactly the kinds of simple 
mechanisms that are often revealed in the labora-
tory studies, and it is the interaction of those same 
mechanisms with environmental features that gives 
rise to “natural” complexity. It is, as already noted, 
a mistake to think that the complexity of behavior 
must (and will) map directly onto the complexity of 
the mechanisms that underlie it (see Barrett, 2009 
for two pertinent examples, and Barrett 2011 for 
a more thorough review). Environmental resources 
can be exploited to produce behavior more complex 
than those produced by “raw brain” alone (Clark, 
1997, 2008). For the committed cognitivist, how-
ever, this argument is not an option because, from 
this perspective, behavior is a window through 
which the structure of the mind might be seen. If 
we accept, instead, that the behavior we see falls out 
of the interaction between internal mechanisms and 
the environment, then behavior cannot point accu-
rately or directly to cognitive mechanisms as pro-
cesses in and of themselves.

One can also question whether it is true that only 
a “cognitive” level of description allows hypotheses 
regarding complex behavior to be formulated and 
tested on wild animals under natural conditions. 
Byrne and Bates (2006) claim that it is “unclear how 
the topics of number and counting could ever have 
been explored from a standpoint of animal learn-
ing theory” (although, methodologically speaking, 
this is often exactly how they were explored). Such 
a statement seems to making claims for a cognitivist 
stance that should properly be attributed to the “eco-
logical approach” in comparative psychology, which 
is an argument made previously and very cogently 
by Shettleworth (2010; see also chapter 28 of this 
volume). Contrary to Byrne and Bates’s suggestion, 
“social comprehension, spatial knowledge and navi-
gation, imitation and teaching and understanding 
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of physical systems like the weather” are not made 
possible by the adoption of a cognitive stance, but by 
taking natural behavior as a starting point and using 
this to build hypotheses that ask what a particular 
behavior is designed to achieve from a functional 
perspective, and the possible means by which this 
could be realized proximately. One can, of course, 
use a cognitivist perspective to do this, hypothesiz-
ing the existence of particular internal processing 
mechanisms, but there is no reason why an ecologi-
cally informed, noncognitivist approach cannot be 
equally successful.

Indeed, an approach that broadens the scope of 
investigation by taking into account both the body 
and the environment and does not conceive of cogni-
tion as a brain-limited suite of internal mechanisms 
may be even more successful. Th is approach is bet-
ter equipped to make discoveries that are, not sim-
ply unlikely, from either a “pure” cognitivist or an 
animal-learning perspective, but actually impossible. 
For example, there is evidence to suggest that the 
physical structure of salticid spider eyes is as impor-
tant in understanding how they locate prey as any-
thing going on in their brain, ditto the manner in 
which the arrangement of facets in the compound 
eyes of fl ies allows them to automatically compensate 
for motion parallax (see Barrett, 2011). In a similar 
vein, the physics of crickets’ ears explains an enor-
mous amount about how females are able to distin-
guish, locate, and move toward a male of the right 
species in ways that obviate the need for any form of 
cognitive processing (Barrett, 2011). In each case, the 
physics of the body contributes directly to successful 
functioning in the world, but a cognitivist approach 
(of either a learning theory or mentalist stripe) would 
bypass these perceptual systems as merely providing 
the input on which cognitive processes could then get 
to work, and not consider that they have an instru-
mental role to play in producing adaptive behavior.

Cognitivism cannot take advantage of this 
broader perspective because of its commitment to 
the idea that it is cognition alone—internal brain-
based representational processes—that slot in 
between “the massive complexity of the brain and 
the simple effi  ciency of adaptive behavior in the 
world,” and account for why animals do what they 
do. Th is, allegedly, is where the conceptual “tools” 
of cognitive science come into play:

theory of mind, working memory, focus of attention, 
cognitive map, number concept and counting, 
procedural knowledge, problem-solving, and many 
others— allows theories to be developed, simple 

enough to be comprehended and used to make 
testable predictions in natural environments, yet tight 
enough to be mapped onto observed behaviour. 
(Byrne and Bates (2006), p. R445)

Apropos these “tools,” Watson’s and Skinner’s warn-
ings once again become pertinent, as do those of 
Wynne (2007) and Blumberg and Wasserman 
(1995): if we hypothesize that an animals abilities to 
fi nd its way around rest on its possession of a “cog-
nitive map,” or that its behavior toward another ani-
mal is because it has some kind of “theory of mind,” 
have we explained something or only named it? Are 
we any better equipped to predict and understand 
behavior than we are to employ an explanation that 
doesn’t make use of such constructs? And does men-
tal-state terminology, in particular, do any unique 
work with respect to the kinds of explanations we 
can provide or the hypotheses we can subsequently 
generate?

Th is is precisely the point that Povinelli and col-
leagues have made about explicitly mentalistic inter-
pretations of comparative psychological experiments 
(e.g., Penn & Povinelli, 2007; Penn, Holyoak, & 
Povinelli, 2008; Povinelli, Bering, Giambrone, 2000; 
Povinelli & Vonk, 2003, 2004; Vonk & Povinelli, 
2006). Penn and Povinelli (2007), for example, use 
a simple formalism to demonstrate that observable 
task features allow complete explanations of animal 
performance to be made, without any need to posit 
that the animals in question are able to reason about 
the unobservable mental states of others. One thing 
that is important to note with respect to these cri-
tiques is that they are couched in the same cognitive 
(i.e., representational) terms as the mentalistic expla-
nations that they challenge. Povinelli et al.’s (2000) 
reinterpretation hypothesis, Vonk and Povinelli’s 
(2006) unobservability hypothesis, and Penn et al.’s 
(2008) relational reinterpretation hypothesis all 
conceive of other animals as fully representational 
beings, and expressly reject the so-called behavior-
ist view that associative-learning mechanisms can 
achieve the same results. Th eir argument is only that 
the available data do not allow one to infer either 
that other species possess the ability to represent 
the contents of others’ representations (their men-
tal states), or that other species possess the same 
kinds of analogical reasoning skills that enable the 
human brain to emulate a physical-symbol system. 
Tellingly, however, critics of these hypotheses fre-
quently interpret them either as a form of derived 
behaviorism or assume that they entail that ani-
mals can engage only in some form of sophisticated 
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cue-based behaviorreading, as opposed to actually 
forming representations of the behavior of others 
(e.g., Call 2006; Call & Tomasello 2008; Tomasello 
& Call 2006; Emery & Clayton 2006; Tomasello 
et al, 2003). Tomasello, Call, and Hare (2003), for 
example, suggest that Vonk and Povinelli’s criticisms 
of their work treat chimpanzees as “mindless behav-
iorists”, which is not only inaccurate but perpetuates 
the fallacy that associative learning has no place in 
cognitivist-mentalistic theory, when it is, in fact, a 
perfectly respectable cognitive mechanism. Such 
responses are also interesting in themselves because 
they suggest that, even when other species are treated 
as fully “cognitive,” rather than as some form of 
“associative engine” (Clark, 1993), any form of “non-
mentalistic” account nevertheless renders their per-
formance less impressive, presumably because of the 
(misplaced) comparison to our own cognitive skills.

Byrne and Bates (2006) make a similar point when 
they suggest that the resistance shown by biologists 
to cognitive explanations of animal behavior is due 
to a confl ation of the concept of “cognition” with 
those of “intelligence” and “consciousness.” Th ey 
note that, when behavior is said to be the result of a 
cognitive process, there is an assumption that more 
intelligence is being shown than if the account were 
couched in terms of associative learning. Th is may 
well be true, but this seems less likely to be due to a 
“tacit assumption” on the part of those reading such 
studies than to the overtly mentalistic interpretations 
given by researchers who perform them and their 
own dismissal of associative accounts. Consider the 
results of studies on scrubjay cache- protection strat-
egies, where birds were shown to vary their caching 
behavior according to whether they were observed 
by a competitor (Clayton, Dally, & Emery, 2007). 
Th ese fi ndings were suggested by the authors to

raise the intriguing possibility that re-caching is 
based on a form of mental attribution, namely, the 
simulation of another bird’s viewpoint. Furthermore, 
the jays also keep track of the observer that was 
watching when they cached and take protective 
action accordingly, thus suggesting that they may also 
be aware of others’ knowledge states. 
(Clayton et al. 2007, p. 507)

Th is suggestion is made despite the fact that it is 
perfectly possible to account for these results on the 
basis of observable task features alone. As Penn and 
Povinelli (2007) state, in order for the birds to asso-
ciate specifi c competitors with specifi c cache sites 
from a cognitive perspective, it requires only that 

they use the following kinds of reasoning: “re-cache 
food if a competitor has oriented towards it in the 
past” or “attempted to pilfer food if the competitor 
who cached it is not present.” Th e additional claim 
that the birds act in the way they do is because they 
understand that the competitor knows where the 
food is located does no explanatory work whatso-
ever (Penn & Povinelli, 2007; Penn et al., 2008). 
Note that, here, the application of Occam’s razor 
is appropriate; if the mental-state interpretation 
were able to explain some additional or nonintui-
tive aspect of the results, then this extra conceptual 
layer would be useful, but this isn’t the case (see also 
Povinelli & Vonk, 2004). Th e results themselves 
cannot speak to the mental- state interpretation one 
way or the other.

Similar criticisms apply to studies claiming that 
chimpanzees and monkeys are capable of under-
standing the mental states of others (e.g., Brauer, 
Call, & Tomasello, 2007; Flombaum & Santos 
2005; Hare, Call, Agnetta, & Tomasello, 2000; 
Hare, Call, & Tomasello, 2001; Santos, Flombaum, 
& Phillips, 2006; Tomasello & Call 2006). In these 
experiments, scenarios are set-up in which dominant 
and subordinate animals (or monkeys and humans) 
must compete (explicitly or implicitly) for food, 
and the choices made by the subordinate animal (or 
monkey) are taken as indicative of an understand-
ing of what the dominant animals (or human) sees 
and possibly knows about the situation. Again, it is 
possible to generate a complete account of the ani-
mals’ responding in fully representational, cognitive 
terms based on observable task features, but without 
the need to posit that the animals are able to reason 
about unobservable mental states (Penn & Povinelli, 
2007; Penn et al., 2008; Povinelli & Vonk, 2003, 
2004; Vonk & Povinelli, 2006). Despite this, some 
researchers go so far as to propose that “primates do 
reason about unobservable mental states, and that 
they do so with the same basic cognitive systems 
that we humans use to reason about mental states.” 
(Santos et al., 2006). In both cases, the insistence on 
additional metarepresentational capacities beyond 
those needed to explain the data suggest that it is 
the researchers themselves who are promoting a link 
between mentalistic explanations, intelligence, and 
consciousness, and not the unnamed biologists who 
infer this and then resist it.

Keeping Our Metaphors Under Control
Th e fi nal argument in favor of a specifi cally cog-

nitive stance toward animal psychology rests on the 
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power of the computer metaphor. In particular, 
Byrne and Bates (2006), suggest that the compu-
tational approach permits the de-mystifi cation of 
mental processes by viewing all mental operations as 
information processing; as we saw earlier, this is the 
same argument used by Pinker (2003) to justify the 
particular conception of human-evolved cognitive 
architecture. In and of itself, however, the informa-
tion-processing metaphor cannot de-mystify any-
thing. A brain does not literally process information, 
and it is not a device that “converts [information] 
from one code to another . . . stores and retrieves infor-
mation . . . and operates upon existing information to 
compute new ‘knowledge.’” Brains are organs con-
sisting of neuronal cells that generate action poten-
tials and produce chemicals that diff use throughout 
the brain and thereby modulate neuronal fi ring in 
various ways. How neuronal fi ring translates into 
any of the cognitive processes referred to by Byrne 
and Bates (2006) remains anyone’s guess. Again, 
the cognitive approach does not de-mystify mental 
processes as much as simply relabel them, reifying 
a metaphorical construct. Th e computational cogni-
tivism advocated by Byrne and Bates (2006) is not 
only heavily Cartesian, but also commits the “mere-
ological” fallacy of assigning to the brain the actions 
and powers of the organism as a whole (Bennett & 
Hacker, 2003).13 Of course, if one thinks that cogni-
tion reduces to brains, such a stance toward the brain 
is both inevitable and understandable.

Th e argument, then, that cognitivism is the only 
sensible evolutionarily-based approach to animal 
psychology does so at the price of accepting an 
essentially Cartesian view of the brain-mind as the 
sole province of cognition, and of mental states as 
contents that are stored in and manipulated by the 
brain. However, cognitivism of this stripe is not the 
only game in town. Space does not permit a thorough 
examination of alternatives but, as mentioned in sev-
eral places, a more “embodied, embedded” approach, 
one that recognizes the mutuality of organism and 
environment, is possible. Th is is a view that rejects 
the absolute centrality of the brain as the seat of cog-
nition but recognizes the fundamental contribution 
made by both the body and the environment in a 
constitutive and not merely causal fashion (using 
cognition to mean not information processing, but 
the production of adaptive behavior that is sensitive 
to context: Killeen and Glenberg, 2010).

Broadening Th e Concept Of Cognition
In this view, ably expressed by, among oth-

ers, Clark (1997, 2008), Pfeifer and Bongard 

(2007), Gallagher (2006), Rowlands (2006), and 
Noë (2010), cognition is conceived in terms of 
action—much like the radical behaviorists would 
view things—and bodily actions can be consid-
ered as cognitive as so-called mental actions (and, 
as such, less metaphorical). In this view, animals 
can also incorporate various aspects of the physical 
world into their cognitive systems in a constitutive 
way because there is no “magic boundary” drawn 
around the skull (Hurley, 1998) as there is in the 
classical cognitivist approach. Indeed, there is no 
separation at all between perception, cognition, 
and action, because cognition is not construed as 
a linear process, in which animals sense the world, 
form representations of it, manipulate these rep-
resentations, and then act. As such, an embodied 
approach rejects the assumption, made by both 
behaviorists and cognitivists, of a strictly linear one-
way stimulus response psychology by which outside 
environmental stimuli lead to behavioral respond-
ing. Instead, cognition is seen as a “loopy,” world-
involving feedback process in which sensorimotor 
coordination is key, and one that is both shaped and 
constrained by the physical body in various ways 
(Brooks, 1999; Clark, 1997, 2008; Dewey, 1896; 
Pfeifer & Bongard, 2007; Wheeler, 2005). Th e 
embodied, embedded perspective can, therefore, be 
viewed as a reaction against the excesses of cognitiv-
ism within psychology, much as cognitivism itself 
was a reaction to the extremes of behaviorism.

More practically, a more embodied-embedded 
approach can provide competing hypotheses to 
classical cognitivism instead of inappropriate 
nullmodels (Barrett, Henzi, & Rendall, 2007). 
By placing as much priority on an animal’s physi-
cal body as on its brain, and thereby bringing the 
animal’s umwelt into sharper focus (the world as 
perceived by the organism given its physical and 
physiological structure: von Uexküll, 1957), there 
is a reduced tendency to slip into anthropocentric 
ways of thinking that, as Blumberg (2007) suggests, 
constrain as much as they foster the generation of 
hypotheses. In sum, a more embodied, embedded 
perspective on cognition generates a completely 
diff erent view of “cognition” as an active process 
of engagement with the world, and not a thing in 
the head. In this way, much as Griffi  n’s cognitive 
ethology reached back in time to incorporate views 
that the behaviorists had reacted against, so an 
embodied-embedded approach reaches back and 
incorporates certain aspects of pragmatic behavior-
ist philosophy that were rejected by the cognitivist 
revival.
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Th is view should not be taken necessarily as a 
rejection of cognitivism and the need to return to 
a pure form of behaviorism. As Clark (1997) and 
Penn et al. (2008) suggest, with respect to human 
cognition in particular, there are certain “represen-
tation-hungry” processes that do not seem amenable 
to an account grounded in coordinated sensorimo-
tor processes alone. What an embodied view does 
suggest, however, is that a more questioning attitude 
can be taken toward representations: what they are 
supposed to consist of, and what unique work do 
they do—if any—in accounting for behavior? Th at 
is, Penn and colleagues’ (2008) skepticism toward 
representations with mentalistic contents can (and 
perhaps should) be extended to encompass repre-
sentational accounts as a whole. Th e comparative 
literature discussed by Byrne and Bates (2006) (and 
also Penn et al. 2008) is entirely framed by, and 
interpreted within, the computational metaphor 
that places all its emphasis on internal cognitive 
structure and information processing; these data 
can do nothing other than support the conclusion 
that representational structure is needed to account 
for behavior (and so similar to criticisms off ered to 
Skinnerian operant psychology).

Th ere are, however, alternative metaphors that 
can be used to frame questions, and these yield a 
diff erent picture. Take for example, Th elen and 
Smith’s (1994) work on infant development; 
research that was pursued using a dynamic-systems 
approach, rather than the dominant computation-
al-cognitivist approach (e.g., Th elen & Smith 1994; 
Th elen, Schöner, Scheier, & Smith, 2001). In their 
classic studies of Piaget’s A-not-B test, Th elen and 
Smith were able to show that an infant’s persevera-
tive reaching—interpreted from the cognitivist view 
as the absence of a stable object concept—could be 
eradicated by the simply expedient of making the 
child stand during the delay between seeing the 
toy being hidden and being allowed to reach for it. 
Adding weights to the infants’ arms during the delay 
period also caused the error to disappear (Th elen et 
al., 2001). Why should this be? If representations 
are static structures inside the head, the physical 
movements of the child’s body should be irrelevant 
to their success or failure.

We can begin to develop a diff erent view if we 
consider what the task as a whole entails for the 
baby: It must reach to the right location in visual 
space, formulate a motor plan, maintain it over 
the delay, and then put it into action. Smith and 
Th elen’s radical idea (which remains controver-
sial) is that this motor plan and its enactment are 

part and parcel of what we could call the infant’s 
“belief ” that objects persist in space and time. In 
their view, one cannot say that, say, a 12-month-
old diff ers from a 10-month-old because he or she 
has gained a static “object concept” in its “mind” 
and that this is the single cause of any diff erences 
in their behavior. Rather, their argument is that the 
babies’ reaching is “soft-assembled” in the moment 
with many contributing forces that make the error 
appear and disappear, and that an individual baby’s 
experience is key to the patterns shown. As such, 
the “belief ” resides in the “dynamical system” as a 
whole—the baby’s tightly coupled body and brain, 
and the baby’s tight coupling to the world. It doesn’t 
exist solely in the baby’s head as some kind of sym-
bolic, static representation. As Smith (2005) puts it: 
“Cognition just is an event in time, the emergent 
product of many heterogenous systems bound to 
each other and to the world in real time” (p. 296). 
Th is perspective gives bodily action a central role 
to play, and suggests that whatever representa-
tions are generated they will be “action oriented.” 
Metaphorically speaking, they are dynamic “plans” 
for controlling action in the world, and not “mirror-
like,” static, copies of the world (Clark, 1997). Th is 
alternative view of representational “content” opens 
up the fi eld of cognition in ways that brings bodily 
action, and the specifi c aff ordances of an animal’s 
environment in relation to its body, to the fore.

Th erefore, the point is not to deny categorically 
that animals and humans have representations, but 
to ask some pertinent questions about the nature 
of representations, and whether such representa-
tions are, in fact, doing all the cognitive work. If 
we admit the possibility that there may be more 
structure in the world than previously thought, 
and that the morphology of an animal’s body may 
contribute to cognitive processes in a constitutive, 
as well as causally eff ective, way, we may fi nd that 
“representations” are not always needed, or that 
they need not be as elaborate as current cognitivist 
approaches suggest. Th e idea that action-perception 
loops involving tight sensorimotor coordination 
can provide a complete account of behavior so that 
there is no work left for “cognition” to do (Brooks, 
1999; Clark, 1997) can be seen as the modern-day 
version of Skinner’s argument that separating “men-
tal activity” from other forms of activity is a false 
dichotomy. An action-oriented approach also per-
mits us to completely reconfi gure representations as 
part of behavior, as Smith (2005) suggests (see also 
Rowland, 2006; and Keijzer, 2001), which again is a 
very Skinnerian approach. In other words, a broader 
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perspective on cognition as a body-based world-
involving activity prevents us from throwing out the 
valuable pragmatic insights of the behaviorist baby 
along with the bathwater of dogma with which it 
became associated.

Conclusions and Future Directions
It is readily apparent that cognitivism and the 

computational theory of mind currently hold sway 
in comparative and human evolutionary psychology 
(particularly the Tooby-Cosmides-Pinker school), 
and a case can be made that, in both areas, this rep-
resents a reaction to the “extremes” of behaviorism. 
In the case of comparative psychology, the restric-
tiveness of Skinner’s experimental approach to iden-
tifying general learning principles was abandoned 
for the delights of discovering the variety of mecha-
nisms by which animals come to know their worlds. 
In the case of evolutionary psychology, a similar 
rejection of “general learning principles” and the 
promotion of “innate” cognitive processes was made, 
which, although more usually subsumed under 
the “standard social science model” (Cosmides & 
Tooby, 1992), reveals clear echoes of behaviorism 
(Wallace, 2010).

What should also be apparent, I hope, is that 
the philosophical underpinnings of many forms 
of behaviorism are similar to those underpinning 
modern cognitive psychology, as applied to both 
humans and animals. Contrasting “cognitive” 
approaches against “associationist” or “behavior-
ist” theories isn’t the simple matter that one might 
suppose. It is also the case that the truly “extreme” 
form of behaviorism—radical behaviorism—is 
heavily misrepresented as both atheoretical and 
uninformed by evolutionary theory (e.g., de Waal 
[2009, p. 175] writes that “Th is theory-free ‘behav-
iorism’ never advanced our understanding of cog-
nition to the degree that Darwinism has”), which 
belies Skinner’s explicit use of Darwin’s theory of 
natural selection as a metaphor for animal learning 
and the philosophical and conceptual sophistica-
tion of his writings.

In both comparative and evolutionary psychology, 
the explicitly “ecological” approach advocated—
whereby we should identify the recurrent selective 
pressures infl uencing survival and reproductive suc-
cess—is used as a means to promote cognitivism on 
the assumption that “mere” associative processes—
and hence a behaviorist stance—could not produce 
the same results. Th is ties both approaches to the 
computational mind in ways that, ironically, serve 
to sever animals (human and nonhuman alike) from 

their ecological context, and their mutual relation-
ship with their environments, as well overlooking 
the role that bodies as well as brains may contribute 
to cognitive processes.

Th e more embodied-embedded approach that I 
have presented as a reaction to the extremes of cog-
nitivism is also presented as a way forward. In the 
case of comparative psychology, it may help us to 
escape from the heavily anthropocentric focus that 
the computational metaphor inevitably imposes 
(after all, its origins lie in the desire to model and 
even create an explicitly human-like intelligence in 
a machine), as well as giving us the means to recog-
nize that internal brain-based mechanisms operate 
in conjunction with body and environment, not 
in isolation from them. A focus on whole animals, 
rather than just their brains, also helps us see how an 
understanding of the world must refl ects the manner 
in which the world is encountered bodily; should 
animals prove to have “concepts” and “representa-
tions” we must entertain the possibility that they 
will be grounded very diff erently from our own.

In the case of evolutionary psychology, a more 
embodied-embedded approach may further help 
us to recognize that human inventions, like written 
language and other forms of material culture, aug-
ment and ratchet up the power of our evolved brains 
(e.g., Clark, 1997). Th ese may well make signifi cant 
contributions to our psychology, as well as explain-
ing some of the diff erences between us and other 
animals. More specifi cally, a greater focus on bodily 
and environmental embedding forces a recognition 
of the sociocultural nature of human psychology—
the fact that we develop in a socially and culturally 
rich milieu that refl ects the contingent nature of 
historical events (as well as evolutionary ones). Th at 
is, evolutionary theory is, not only a predictive sci-
ence, but also a historical one. Understanding mod-
ern human psychology requires an understanding of 
the entanglement of cultural practices and historical 
events with our evolutionary heritage, and not the 
reverse engineering of human cognitive architecture 
alone.

By taking heed of these developments in “embod-
ied-embedded” approaches, we may be able to com-
bine all that is most positive about the behaviorist 
project—the embedding of an organism in its envi-
ronment, the emphasis on the activity of the organ-
ism as a whole, the rejection of the false separation 
between mental acts and behavioral acts—into a 
broader conception of cognition. Th at concept is 
one in which whole organisms come to know their 
worlds and behave adaptively in them, and it is one 
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in which cognition does not exist as a “thing in the 
head,” nor is it the property of brains alone.
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Notes
. Cognitive psychology is not monolithic, of course, and 

there is a wide variety of topic areas and theoretical models 
employed. Nevertheless it is fair to say that all areas of cognitive 
psychology are characterized by a particular stance to the “men-
tal” as stated here.

. In human psychology, the terms cognitivist and cognitiv-
ism are sometimes used interchangeably with the term mental-
ism (e.g., Sober, 1983). In the comparative literature, mentalism 
tends to be used in a more specialized way to convey either the 
ability to form plans and expectations regarding future possible 
events (e.g., Miklosi, 2009), or the ability to represent the con-
tents of other individuals mental states (e.g., Call & Tomasello, 
2008).

. Darwin’s comments refer to Plato’s argument that our 
‘“necessary ideas’” — those that enable us to understand and 
judge what had been received by our senses—were gathered 
together over previous lives. As Darwin indicates, these “previ-
ous lives” are constituted by our evolutionary ancestors, and this 
statement also suggests that Darwin was in agreement with the 
Platonic-Cartesian position that internal representations medi-
ated and interpreted the input from our senses.

.  For Th orndike, the argument that mental activity could 
cause action was nonsensical because, as far as he was concerned, 
mental activity simply was action. One didn’t think mental 
thoughts, one simply thought in the same way that one walked, 
ran, or jumped—an argument that Ryle (1949) later made on 
logical grounds. Malone (2009) argues that it was Th orndike’s 
decision to study mind as a form of activity—to study behavior—
that represented a truly original break with the past, and not nec-
essarily the publication of Watson’s “behaviourist manifesto.”

. In this context, it is also worth mentioning that the 
European ethologists, like Konrad Lorenz and Niko Tinbergen, 
similarly rejected the dualist position associated with a mental-
ist stance, and in their views, they were quite strongly aligned 
with those of the American behaviorists of the time. Tinber-
gen, in particular, described his work on the mechanisms of 
behavior as “physiology without breaking the skin” (MacDon-
ald & Dawkins, 1981) and regarded behavior simply as the top 
level of a physiological hierarchy, with no requirement for 
something called “cognition” to step in and explain things from 
that point (Kennedy, 1992). What is interesting, however, is 
that both Lorenz and Tinbergen were ideologically opposed 
to American experimental comparative psychology, apparently 
both because of what they regarded as the extreme environ-
mentalism and emphasis on learning of the behaviorists (Dews-
bury, 1994) and the laboratory-based approach they favored 
(Wynne, 2007). 

. Malone (2009)—as one might imagine, given his view of 
Watson’s behaviorism—gives a diff erent spin to Watson’s focus 
on the conditioned refl ex. He notes that Pavlov also concep-
tualized mind as the product of the workings of a living body. 
As a physiologist, Pavlov’s metaphorical take on things was to 

consider the body as a “marvelous machine”, but one that, 
because it was specifi cally a living machine, did not need a Carte-
sian “ghost” to animate it. Understanding physiological response 
was, therefore, integral to psychology because “mind” was a 
product of the workings of the living body, and not a “thinking 
thing” in the head.

. Kennedy (1992) goes so far as to argue that it was radical 
behaviorism’s break with anthropomorphism that cleared the way 
for the development of behavioral ecology as a discipline; by no 
longer requiring researchers to attribute human-like “intentional” 
psychological mechanisms, they could use the “phenotypic gam-
bit” and remain agnostic with respect to underlying mechanism 
in their accounts of the adaptive function of behavior.

. A number of authors also make the case that, in terms of 
human psychology, behaviorism—or “behavior analysis” as it is 
now called—never really died (see e.g., Wyatt et al,. 1986) 

. As noted earlier, there are indeed many theoretical 
approaches to cognition and cognitive psychology. As also 
noted earlier, it seems fair to say that all modern cognitive 
psychology is philosophically committed to the idea of cog-
nitive processes as internal brain-based mechanisms by which 
knowledge of the world is acquired, and employs the metaphor 
of computational information processing to describe these. In 
this respect, cognitive psychology shows more conceptual cohe-
sion compared to the variety seen among the various schools of 
behaviorism, which, as we’ve seen, took a variety of philosophi-
cal positions. 

. Despite the clarity with which Morgan made this point, 
misinterpretation of the canon began almost immediately, so that 
in a later edition of the same work, Morgan (1900) added an 
explicit rider to his “basal principle” in which he stated that, if 
independent evidence to the contrary were available, then it was 
indeed appropriate to infer a higher psychological faculty, even if 
a plausible explanation at lower levels was possible. Th is adden-
dum to the canon is only rarely quoted.

. In this respect, Morgan’s position is similar to that of 
those modern researchers, like Burghardt and Rivas & Burghardt 
(2002), Burghardt (2007), and Timberlake (2007), who make 
a case for “critical” or “ecological” anthropomorphism and 
“theromorphism,” where one attempts to see the world from 
the animal’s perspective while recognizing that their responses 
to the world will refl ect the nature of their particular sensory 
and motor adaptations. It should also be apparent that Mor-
gan’s is not an anti-anthropomorphic principle either. Although 
Morgan initially argued against the inference of psychological 
faculties on the basis of behavior (Morgan 1886), he was later 
convinced by Romanes’ evolutionary arguments to adopt the 
“doubly inductive” method, and his 1894 work is an attempt 
to place this kind of anthropomorphic method on a sound sci-
entifi c basis. 

. Or as Skinner (1986, p. 86) said “Th e brain is said to use 
data, make hypotheses, make choices, and so on, as the mind was 
once said to have done. In a behavioristic account, it is a person 
who does these things.”

References
Anderson, J.R., Gillies, A., & Lock, L.C. (2010a). Pan thanatol-

ogy. Current Biology, 20, R349–R351.
Anderson, J.R., Gillies, A., & Lock, L.C. (2010b). Response 

to Semple et al. http://www.cell.com/current-biology/
comments/S0960-9822%2810%2900145-4

Andresen, J. (1991). Skinner and Chomsky 30 years later or: Th e 
return of the repressed. Th e Behavior Analyst, 14, 49–60.

OUP UNCORRECTED PROOF – FIRST-PROOF, 09/19/11, NEWGEN

02_Vonk_Ch02.indd   3502_Vonk_Ch02.indd   35 9/19/2011   4:01:10 PM9/19/2011   4:01:10 PM



36  why behaviorism isn’t  satanism

Barrett, L. (2009). A guide to practical babooning: Ecological, 
social and cognitive contingency. Evolutionary Anthropology, 
18 (3), 91–102.

Barrett, L. (2011). Beyond the brain: How the body and the environ-
ment shape cognition. Princeton: Princeton University Press.

Barrett, L., Henzi, S.P., & Rendall, D. (2007). Social brains, 
simple minds: Does social complexity really require cogni-
tive complexity? Philosophical Transactions of the Royal Society 
Series, 362, 561–575.

Baum, W. (1994). Understanding behaviourism: Behaviour, cul-
ture and evolution (2nd ed.). Oxford, England: Blackwell.

Bennett, M.R., & Hacker, P.M.S. (2003). Th e philosophical foun-
dations of neuroscience. Oxford, England: Wiley-Blackwell.

Bergmann, G. (1962). Th e contribution of John B. Watson. In 
J.M. Scher (Ed.), Th eories of mind (pp. 674–688). New York: 
Free Press.

Blumberg, M. (2007). Anthropomorphism and evidence. 
Comparative Cognition and Behaviour Reviews, 2, 145–146.

Blumberg, M., & Wasserman, E.A. (1995). Animal mind and 
the argument from design. American Psychologist, 50, 
133–144.

Brauer, J., Call, J., & Tomasello, M. (2007). Chimpanzees really 
know what others can see in a competitive situation. Animal 
Cognition, 10, 439–448. Oxford, England: Pergamon Press. 

Brooks, L.R. (1978). Non-analytic concept formation and 
memory for instances. In E.R. Rosch & B.B. Lloyd (Eds.), 
Cognition and categorization (pp. 170–211). Hillsdale, NJ: 
Erlbaum.

Brooks, R.A. (1999). Cambrian intelligence: Th e early history of 
the new A.I. Cambridge, MA: MIT Press.

Burghardt, G. (2007). Critical anthropomorphism, uncriti-
cal anthropocentrism, and naïve nominalism.Comparative 
Cognition and Behaviour Reviews, 2, 136–138.

Byrne, R.W., & Bates, L. (2006). Why are animals cognitive? 
Current Biology, 16, R445–R448.

Call, J. (2006). Descartes’ two errors: Reason and refl ection in 
the great apes. In S. Hurley and M. Nudds (Eds.), Rational 
animals? Oxford, England: Oxford University Press.

Call, J., & Tomasello, M. (2008). Does the chimpanzee have a 
theory of mind? 30 years later. Trends in Cognitive Science, 
12, 187–192.

Chomsky, N. (1959). Verbal behavior by B.F. Skinner. Language, 
35, 26–58.

Chomsky, N. (1962). Explanatory models in linguistics. In E. 
Nagel, P. Suppes, & A. Tarski (Eds.), Logic, methodology and 
philosophy of science (pp. 528–550). Stanford, CA: Stanford 
University Press.

Chomsky, N. (1965). Aspects of the theory of syntax. Cambridge, 
MA: MIT Press.

Churchland, P. (1996). Neurophilosophy. Cambridge, MA: MIT 
Press.

Clark, A. (1993). Associative engines: Connectionism, concepts and 
representational change. Cambridge, MA: MIT Press.

Clark, A. (1997). Being there: Putting brain, body and world back 
together again. Cambridge, MA: MIT Press.

Clark, A. (2008). Supersizing the mind: Embodiment, action and 
cognitive extension. Cambridge, MA: MIT Press.

Clayton, N.S., Dally, J.M., & Emery, N.J. (2007). Social cog-
nition by food-caching corvids. Th e western scrub jay as a 
natural psychologist. Philosophical Transactions of the Royal 
Society, London, Series B, 362, 507–522.

Costall, A. (1993). How Lloyd Morgan”s Canon backfi red. Journal 
of the History of the Behavioral Sciences, 29, 113–122.

Costall, A. (2004). From Darwin to Watson (and cognitivism) 
and back again: Th e principle of animal-environment mutu-
ality. Behaviour and Philosophy, 32, 179–195.

Costall, A. (2006). Introspectionism and the mythical origins 
of scientifi c psychology. Consciousness and Cognition, 15, 
634–654.

Costall, A., & Still, A. (1991). Cognitivism as an approach to 
cognition. In A. Still, & A. Costall (Eds.), Against cognitiv-
ism: Alternative foundations for cognitive psychology. New 
York: Harvester-Wheatsheaf. 

Darwin, C. (1881). Th e formation of vegetable mould through 
the action of worms with observations of their habits. London: 
John Murray.

De Waal, F.B.M. (1997). Are we in anthropodenial? Discover, 
18, 50–53.

De Waal, F.B.M. (2009). Darwin’s last laugh. Nature, 460, 175.
Dewey, J. (1896). Th e refl ex arc concept in psychology. 

Psychological Review, 3, 357–370.
Dewsbury, D. (1994). John B. Watson: Profi le of a compara-

tive psychologist and proto-ethologist. In J.T. Todd & E.K. 
Morris (Eds.), Modern perspectives on classical and modern 
behaviourism (pp. 169–178). Westpoint, CT: Greenwood 
Press.

Emery, N.J., & Clayton, N.S. (2006). How to build a scrub-jay 
that reads minds. In S. Itakura and K. Fujita (Eds.), Origins 
of the social mind: Evolutionary and developmental views 
(pp. 65–97). Tokyo: Springer Japan.

Flombaum, J.I., & Santos, L.R. (2005). Rhesus monkeys attri-
bute perceptions to others. Current Biology, 15, 447–452.

Gallagher, S. (2006). How the body shapes the mind. Oxford, 
England: Oxford University Press.

Gomez, R.L. (2002). Variability and detection of invariant struc-
ture. Psychological Science, 13, 431–436.

Griffi  n, D.R. (1976). Th e question of animal awareness. New York: 
Th e Rockefeller University Press.

Hare, B., Call, J., &  Tomasello, M. (2001). Do chimpanzees know 
what conspecifi cs know? Animal Behaviour, 61, 771–785.

Hare, B., Call, J., Agnetta, B., & Tomasello, M. (2000). 
Chimpanzees know what conspecifi cs do and do not see. 
Animal Behaviour, 59, 771–785.

Hays, E., & Heyes, C. (in press). Imitation in infancy: Th e 
wealth of the stimulus. Developmental Science, 1–14.

Honderich, T. (2005). Th e Oxford companion to philosophy. 
Oxford, England: Oxford University Press.

Hull, C.L. (1930). Knowledge and purpose as habit mechanisms. 
Psychological Review, 37: 115–125.

Hull, C.L. (1962). Psychology of the scientist: IV. Passages 
from the “idea books” of Clark L. Hull. In R. Hays (Ed.), 
Perceptual and motor skills, 15 (pp. 807–882).

Hurley, S. (1998). Consciousness in action. Cambridge, MA: 
Harvard University Press.

Keijzer. (2001). Representation and behaviour. Cambridge, MA: 
MIT Press.

Kennedy, J. (1992). Th e new anthropomorphism. Cambridge, 
England: Cambridge University Press.

Killeen, P.R., & Glenberg, A.M. (2010). Resituating cognition. 
Comparative Cognition and Behaviour Reviews, 5, 59–77.

Knoll, E. (1997). Dogs, Darwinism, and English sensibilities. 
In R.W. Mitchell, N.S. Th ompson, and H.L. Miles (Eds.), 
Anthropomorphism, anecdotes, and animals (pp. 12–21). 
Albany, NY: State University of New York Press.

Kuhn, T. (1962). Th e structure of scientifi c revolutions. Chicago: 
University of Chicago Press.

OUP UNCORRECTED PROOF – FIRST-PROOF, 09/19/11, NEWGEN

02_Vonk_Ch02.indd   3602_Vonk_Ch02.indd   36 9/19/2011   4:01:10 PM9/19/2011   4:01:10 PM



 barrett 37

Landauer, T.K., & Dumais, S.T. (1997). A solution to Plato’s 
problem: Th e latent semantic analysis theory of acquisition, 
induction and representation of knowledge. Psychological 
Review, 104, 211–240.

Leahey, T.H. (1992). A history of psychology: Main currents in psy-
chological thought. New Jersey: Prentice-Hall.

Leary, D. (2004). On the conceptual and linguistic activity of 
psychologists: Th e study of behaviour from the 1890s to the 
1900s and beyond. Behaviour and Philosophy, 32, 13–35.

Leudar, I., & Costall, A. (2004). On the persistence of the “prob-
lem of other minds” in psychology: Chomsky, Grice and 
theory of mind. Th eory and Psychology, 14, 601–621.

Macdonald, D.W., & Dawkins, M. (1981). Ethology—the sci-
ence and the tool. In D. Sperlinger (Ed.), Animals in research: 
New perspectives in animal experimentation (pp. 203–223). 
New York: Wiley. 

Macphail, E.M. (1998). Th e evolution of consciousness. New York: 
Oxford University Press.

Malone, J. (2009).Psychology: Pythagoras to present. Cambridge, 
MA: Bradford Books.

Malone, J.C., & Cruchon, N.M. (2001). Radical behaviourism 
and the rest of psychology: A review/précis of Skinner.”About 
behaviorism. Behavior and philosophy, 29, 31–57.

Miklosi, A. (2009). Dog behaviour, evolution and cognition. 
Oxford, England: Oxford University Press.

Morgan, C.L. (1886). On the study of animal intelligence. 
Mind, 11, 174–185.

Morgan, C. L. (1890). Animal life and intelligence. London: 
Edward Arnold.

Morgan, C. L. (1894). An introduction to comparative psychology. 
London: Walter Scott, Ltd.

Morgan, C.L. (1900). Animal behavior. London: Edward Arnold.
Neisser, U. (1967). Cognitive psychology. New York: Appleton 

Century.
Noë, A. (2010). Out of our heads: Why you are not your brain, 

and other lessons from the biology of consciousness. New York: 
Hill and Wang.

Odling-Smee, F.J., Laland, K.N., & Feldman, M.W. (2003). 
Niche construction: Th e neglected process in evolution. Princeton, 
NJ: Princeton University Press.

Osvath, M. (2009). Spontaneous planning for future stone-
throwing by a male chimpanzee. Current Biology, 19, 
R190–R191.

Papineau, D., & Heyes, C.M. (2006) Rational or associative? 
Imitation in Japanese quail. In M. Nudds & S. Hurley (Eds.) 
Rational animals (pp.187–196), Oxford: Oxford University 
Press

Penn, D.C., & Povinelli, D.J. (2007). On the lack of evidence 
that non-human animals possess anything remotely resem-
bling a “theory of mind”. Philosophical Transactions of the 
Royal Society B, 362, 731–744.

Penn, D.C., Holyoak, K.J., & Povinelli, D. J. (2008). Darwin’s 
mistake: Explaining the discontinuity between human 
and nonhuman minds. Behavioral and Brain Sciences, 31, 
109–178.

Pfeifer, R., & Bongard, J. (2007). How the body shapes the way we 
think. Cambridge, MA: MIT Press.

Pinker, S. (2003). How the mind works. London: Penguin.
Povinelli, D.J., & Vonk, J. (2003). Chimpanzee minds: Suspiciously 

human? Trends in Cognitive Sciences, 7, 157–160.
Povinelli, D.J., & Vonk, J. (2004). We don’t need a microscope 

to explore the chimpanzee’s mind. Mind and Language, 19, 
1–28.

Povinelli, D.J., Bering, J. M., & Giambrone, S. (2000). Toward 
a science of other minds: Escaping the argument by analogy. 
Cognitive Science, 24, 509–541.

Rachlin, H. (1994). Behavior and mind. New York: Oxford 
University Press.

Ramscar, M. (2010). Computing machinery and understanding. 
Cognitive Science, 34, 966–971.

Ray, E.D. & Heyes, C.M. (2011) Imitation in infancy: Th e 
wealth of the stimulus. Developmental Science, 14, 92–105.

Rivas, J.A., & Burghardt, G.M. (2002).Crotalomorphism: A 
metaphor to understand anthropomorphism by omission. In 
M. Bekoff , M., C. Allen & G.M. Burghardt (Eds.), Th e cog-
nitive animal: Empirical and theoretical perspectives on animal 
cognition (pp. 9–17). Cambridge, MA: MIT Press.

Romanes, G. (1882). Animal intelligence. New York: Appleton 
and Company.

Rowlands, M. (2006). Body language: Representation in action. 
Cambridge, MA: Bradford Books.

Ryle, G. (1949). Th e concept of mind. Chicago: University of 
Chicago Press.

Saff ran, J.R., Aslin, R.N., & Newport, E.L. (1996). Statistical 
learning by 8-month-old infants. Science, 274, 1926–1928.

Santos, L. R., Flombaum, J. I., & Phillips, W. (2006). Th e evolu-
tion of human mindreading (S. Platek, Ed). Cambridge, MA: 
MIT Press.

Semple, S., Higham, J. P., MacLarnon, A. M., Ross,C., & 
Lehmann, J. (2010).Comment on Pan thanatology. 
http://www.cell.com/current-biology/comments/S0960-
9822%2810%2900145-4.

Shettleworth, S. (2010). Cognition, evolution and behaviour (2nd 
Ed.). Oxford, England: Oxford University Press.

Skinner, B.F. (1961). Th e design of cultures. Daedalus, 90, 
534–546.

Skinner, B.F. (1964). Behaviorism at 50. In T. Wann (Ed.), 
Behaviorism and phenomenology (pp. 79–108). Chicago, IL: 
University of Chicago Press.

Skinner, B.F. (1966). Th e phylogeny and ontogeny of behavior. 
Science, 153, 1205–1213.

Skinner, B.F. (1938). Th e behaviour of organisms: An experimental 
analysis. New York: Appleton-Century Co.

Skinner, B.F. (1945). Th e operational analysis of psychological 
terms. Behavioral and Brain Sciences, 7, 547–581.

Skinner, B.F. (1974). About behaviourism. New York: Knopf.
Skinner, B.F. (1987). Whatever happened to psychology as the 

science of behaviour? American Psychologist, 42, 780–786.
Smith, L.B. (2005). Cognition as a dynamic system: Principles 

from embodiment. Developmental Review, 25 278–298.
Sober, E. (1983). Mentalism and behaviorism in comparative psy-

chology. In D.W. Rajecki (Ed.), Comparing behavior: Studying 
man studying animals (pp. 113–142). Hillsdale, NJ: Erlbaum.

Soderstrom, M., & Morgan, J. (2007). Twenty-two-month-old 
discriminate fl uent from disfl uent adult-directed speech. 
Developmental Science, 10, 641–653.

Th elen, E., & Smith, L. (1994). A dynamic systems approach to the 
development of cognition and action. Cambridge, MA: MIT 
Press.

Th elen, E., Schöner, G., Scheier, C., & Smith, L.B. (2001). Th e 
dynamics of embodiment: Afi eld theory of infant persevera-
tive reaching. Behavioral and Brain Sciences, 24, 1–86.

Timberlake, W. (2007). Anthropomorphism revisited. Compa-
rative Cognition and Behaviour Reviews, 2,139–144.

Tolman, E. (1926). A behaviouristic theory of ideas. Psychological 
Review, 33, 352–369.

OUP UNCORRECTED PROOF – FIRST-PROOF, 09/19/11, NEWGEN

02_Vonk_Ch02.indd   3702_Vonk_Ch02.indd   37 9/19/2011   4:01:10 PM9/19/2011   4:01:10 PM



38  why behaviorism isn’t  satanism

Tolman, E. (1932). Purposive behaviour in animals and men. 
New York: Century.

Tolman, E. (1938). Th e determiners of behaviour at a choice 
point. Psychological Review, 45, 1–41.

Tolman, E.C. (1959). Principles of purposive behavior. In S. Koch 
(Ed.), Psychology: A study of a science, Vol. 2. (pp. 92–157). 
New York: McGraw-Hill. 

Tomasello, M., & Call, J. (2006). Do chimpanzees know what 
others see—or only what they are looking at? In S. Hurley 
and M. Nudds (Eds.), Rational animals? Oxford, England: 
Oxford University Press.

Tomasello, M., Call, J., & Hare, B. 2003. Chimpanzees under-
stand psychological states—the question is which ones and 
to what extent. Trends in Cognitive Science, 7, 153–156.

Tooby, J., & Cosmides, L. (1992). Th e psychological foundations 
of culture. In J. Barkow, L. Cosmides & J. Tooby (Eds.), Th e 
adapted mind: Evolutionary psychology and the generation of 
culture (pp 19–136). New York: Oxford University Press. 

Tooby, J., & Cosmides, L. (2005).Conceptual foundations of 
evolutionary psychology. In D. Buss (Ed.), Th e Handbook of 
Evolutionary Psychology. New York: Wiley. 

Turesson, H.K., & Ghazanfar, A.A. (2010). Statistical learning of 
social signals and its implications for the social brain hypoth-
esis. Interaction Studies, in press. 

Uttal, W. (2000). Th e war between behaviourism and mental-
ism: On the accessibility of mental processes. Mahwah, NJ: 
Erlbaum.

Von Uexküll, J. (1957/1934). A stroll through the worlds of 
animals and men. In C. H. Schiller & K. S. Lashley (Eds.), 
Instinctive behaviour: Th e development of a modern concept 
(pp. 5–82). International University Press.

Vonk, J., & Povinelli, D. J. (2006). Similarity and diff erence in the 
conceptual systems of primates: Th eunobservability hypoth-
esis. In T. Zentall & E. A. Wasserman (Eds.),Comparative 
cognition: Experimental explorations of animal intelligence (pp. 
363–387). Oxford, England: Oxford University Press.

Wallace, B. (2010). Getting Darwin wrong: Why evolutionary psy-
chology wont work. Exeter: Imprint Academic.

Watson, J.B. (1913). Psychology as the behavourist views it. 
Psychological Review, 20, 158–177.

Watson, J.B. (1919). Psychology from the standpoint of a behavior-
ist. Philadelphia: J.B. Lippincott.

Watson, J.B. (1924). Behaviourism. New York: People’s 
Institute.

Wynne, C. (2007). What are animals? Why anthropomorphism 
is still not a scientifi c approach to behavior. Comparative 
Cognition and Behavior Reviews, 2, 125–135.

Wheeler, M. (2005). Reconstructing the cognitive world: Th e next 
step. Cambridge, MA: MIT Press.

Whiten, A., & Byrne, R.W. (1991). Th e emergence of metarep-
resentation in human ontogeny and primate phylogeny. In 
A. Whiten (Ed.), Natural theories of mind. Oxford, England: 
Basil Blackwell.

Wozniak, R.H. (1993/1894). Conwy Lloyd Morgan, mental evo-
lution, and the Introduction to comparative psychology: An 
introduction. (Introduction to re-publication). C.L. Morgan 
(Ed.), Introduction to comparative psychology. London: 
Routledge/Th oemmesPress. 

Wyatt, W.J., Hawkins, R.P., & Davis, P. (1986). Behaviorism: 
Are reports of its death exaggerated? Th e Behavior Analyst, 
9, 101–105.

OUP UNCORRECTED PROOF – FIRST-PROOF, 09/19/11, NEWGEN

02_Vonk_Ch02.indd   3802_Vonk_Ch02.indd   38 9/19/2011   4:01:11 PM9/19/2011   4:01:11 PM


